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Foreword

This book reports on the radiometric calibration of the Solar and Heliospheric Observa-
tory (SOHO) [Fleck et al., 1995;Fleck and Svestka, 1997;SOHO Webpage]. Radiometric
calibration and the strongly related issue of cleanliness are essential ingredients of SOHO’s
success as the most important solar-physics mission to date.

The complement of instruments carried by this spacecraft permits the study of the
entire Sun – from its innermost core out into the heliosphere, beyond the Earth’s orbit.
SOHO’s vantage point in a halo orbit around Lagrange pointL 1 on the Earth-Sun line,
1.5× 106 km away from the Earth towards the Sun (Figure 1), is fundamental to SOHO’s
capabilities. The location outside the magnetosphere in eternal sunshine and the small and
gentle, accurately-known motion along the line of sight toward the Sun permit uninter-
rupted observing over the entire electromagnetic and particle spectrum of the day star and
facilitate helioseismology studies, i.e., the analysis of solar oscillations. SOHO determines
the latter with unequalled sensitivity and resolution, both in velocity and in radiance or ir-
radiance space.

Six of SOHO’s twelve instruments (Figure 2) observe in the vacuum-ultraviolet spec-
tral region. These are: CDS, the Coronal Diagnostic Spectrometer; SUMER, the exper-
iment for Solar Ultraviolet Measurements of Emitted Radiation; UVCS, the Ultraviolet
Coronagraph Spectrometer; EIT, the Extreme-ultraviolet Imaging Telescope; SEM, the
Solar Extreme-ultraviolet Monitor, which is mounted on the Charge, Element, Isotope
Analysis System (CELIAS) and SWAN, which measures Solar Wind ANisotropies by
observing Lyman-α fluorescence in the heliosphere. In addition, the VIRGO instrument,
which measures Variability of solar IRradiance and Gravity Oscillations, determines also
the total irradiance, i.e., the so-called solar constant. It thus includes the vacuum-ultraviolet
part of the solar spectrum. These instruments started their observations in the first half of
1996, partly while SOHO was still on the transfer trajectory toL 1.

Vacuum-ultraviolet instrumentation on earlier solar space observatories has shown
sometimes rather strong drops in responsivity after being exposed to solar radiation in
space. Contamination – particularly, molecular contamination – deposited on the surfaces
of mirrors and other optical components and irradiated by polymerising high-energy pho-

Figure 1: The halo orbit of SOHO aroundL 1: schematically, including the transfer trajec-
tory (left) and in an artist’s impression (right).
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vi FOREWORD

Figure 2: The SOHO spacecraft: a photograph of the payload module in the clean room
(left) and a drawing of the satellite, including the service module, with the location of the
instruments (right).

tons is at the root of such changes in responsivity. This means that the radiometric cali-
bration of vacuum-ultraviolet instruments, which has been established in the laboratory,
can rapidly become invalid once orbit is reached and the optics are exposed. Molecular
sources of contamination – paints, potting materials, lubricants and plastics of all kinds
– are widespread, and molecular sinks are not only mirrors, gratings, filters etc., but also
detectors, since the latter are often cooled to achieve low noise levels.

Cleanliness, therefore, was recognised during the development of SOHO as a prime
concern, and was insisted on in designing, fabricating, integrating and testing the instru-
ments and spacecraft. A cleanliness control plan, produced in late 1989 as part of the inter-
face documentation, spelled out the risks and gave advice on ways to minimize the effects
of contamination on critical hardware. This resulted in careful design and strict material
selection for instruments and spacecraft as well as a stringent observation of cleanliness
procedures. The permanent monitoring of the cleanliness has been an issue right from
beginning as well.

Given these extensive efforts towards cleanliness, one could hope for a stable radiomet-
ric performance of the vacuum-ultraviolet (and other) instrumentation once the spacecraft
had reached orbit. And it made sense to strive toward a proper radiometric calibration – on
the ground as well as in orbit.

In contrast to Earth observations, where in-orbit calibration is much advanced, but
also facilitated by the possibility of using ‘ground-truth’, the inaccessibility and dynamic
behaviour of the Sun makes in-orbit monitoring of instrument responsivity by use of solar
radiation problematic, especially in the vacuum ultraviolet and X-ray regions.

Carrying standards into orbit for a proper end-to-end recalibration in space is still
impractical. In order to compare the responsivity of different experiments and assess the
stability of their radiometric calibration, one must, therefore, take recourse to co-temporal
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observation of the same areas on the Sun, or to the use of an ensemble of hopefully stable
stars located within the field of regard of the instruments.

The present Scientific Report on the Radiometric Calibration of SOHO is the result
of two Team Workshops that have been held at the International Space Science Institute
(ISSI) in Bern in February and October 2001. The participants in the workshops reviewed
the entire calibration effort, that in the laboratory as well as that in orbit, and examined,
and immediately used, the experience and knowledge gained by the SOHO experiments
during every step of the mission. SOHO, fortunately, has carefully crafted in-orbit calibra-
tion programmes, which are designed to monitor the responsivity of its instruments. The
extensive data material obtained during these in-orbit calibration programmes turned out
to be particularly useful when the effects of the extreme conditions experienced during
SOHO’s accidental loss of attitude had to be evaluated.

This ISSI Scientific Report summarises and documents the radiometric calibration of
SOHO’s instruments for the first six years in orbit. Following a statement on SOHO’s ca-
libration heritage – a general message agreed to by all the workshop participants – the
Report starts with an introductory part. This contains basic information, such as a de-
scription of solar variability, a general discussion of issues in spectroradiometry for solar
physics from space and a digest of radiation from spatially-resolved structures. The in-
troduction also includes a report on the development of the secondary source standards
that are traceable to the primary synchrotron-radiation standard and have been developed
for, and used in, the calibration of some of SOHO’s telescope-spectrometer combinations.
Further, the introduction also presents a précis of the actual steps taken to assure the radio-
metric calibration of SOHO’s ultraviolet instruments as well as a summary on the subject
of cleanliness.

The following two parts describe the radiometric calibration of individual instrument
and their cross-calibration in orbit by use of solar or stellar radiation as ‘transfer standard’.
(A comparison of polarisation measurements made in the visible by the two coronagraphs
on SOHO is included here, too.) A part on the use of atomic physics in radiometric cali-
bration then follows.

The next part contains the reports and recommendations of three Working Groups that
met during the workshops. The topics of the Working Groups were: (i ) cleanliness, (i i ) the
cross-calibration between CDS and SUMER and (i i i ) the comparison of solar irradiance
measured by SOHO and other missions.

The final part presents an outlook on space experiments and missions that address solar
physics, which are either under preparation or are firmly planned. The outlook, it is hoped,
will help to ensure that the experience gained with SOHO is being passed on to the benefit
of future missions.

In the Workshops, the cultures of the different experiment teams coalesced into a pro-
ductive, amiable atmosphere of uninhibited exchange and collaboration. Subsequently,
participants showed great commitment, and invested much time and effort to write the
interesting articles now being published in this ISSI Scientific Report.

The editors greatly appreciate the work of several external referees. We also want to ac-
knowledge J.L. Kohl, C.D. Pike and K. Wilhelm, who participated in an editorial meeting
that helped to improve the scientific coherence of this volume and set the rules for a con-
sistent notation. Subsequently, K. Wilhelm, C.D. Pike and J. Lang splendidly supported
the editors: they checked the final manuscripts, and without them a lot of ambiguities and
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typos and many instances of improper use of the English language would have passed un-
noticed. M. Böge is thanked for Unix scripts that helped in processing the manuscripts.
Finally, we want to thank the SOHO Project Scientist, B. Fleck, and his team for their
great support and for providing material.

Bern, August 2002

Anuschka Pauluhn, Martin C.E. Huber and Rudolf von Steiger
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SOHO’s Calibration Heritage

The overwhelming success of the SOHO mission rests to an appreciable extent on the
stable and accurately-known radiometric responseof its extreme-ultraviolet spectroscopic
solar telescopes and spectrometers.

A comprehensivecleanliness programmecontrolled both chemical and particulate
contamination during fabrication and test of the SOHO spacecraft and instruments. This
achieved the remarkable stability of instrument response during now over six years in orbit,
in spite of the continuous exposure of some optical components to direct solar irradiation
over the entire electromagnetic spectrum, to solar wind and energetic particles (and in spite
of a loss of attitude with severe temperature excursions). The cleanliness measures taken
for the instruments as well as for the spacecraft were adequate and there are indications
that they were not excessive.

Considerable effort also went into making theradiometric responseof the SOHO in-
struments directlytraceable to a primary laboratory standard, namely synchrotron radi-
ation produced by storage rings. This was achieved by use of both detector and source
standards traceable to the primary standard. A specifically developed, transportable source
standard permitted an end-to-end calibration of some of the experiments in the laboratory,
where they had been assembled and tested. In some cases, direct calibration on a storage
ring was performed as well.

It is stressed that a thorough end-to-end radiometric laboratory calibration is an abso-
lute necessity for validating solar telescopes and spectrometers to be flown on spacecraft.
A habitual difficulty in development programmes for such experiments is the schedule
crisis that appears around the calibration phase. It is then often decided that the radiomet-
ric laboratory calibration can be abbreviated and, in part, postponed until the operations
phase. Even though this pressure developed on SOHO, the Science Teams were given the
opportunity to perform the most important tests in the laboratory and this has made data
analysis considerably more straightforward and thus proven to be a great benefit to SOHO
science. However, the short time available for these tests placed tremendous demands on
the scientific and technical teams and thus increased mission risk. For future missions such
risk should not be accepted.

The experience with SOHO has confirmed again thatin-flight tests by themselves can
never replace a laboratory calibration with traceable radiometric standards; on the other
hand, calibration tests in flight – by use of a variety of methods, involving comparisons of
instrument responsivities, but also tests by use of atomic data and astronomical standards
– are essential to ensure a consistent radiometric calibration of different instruments.

Moreover, it must be recognised that, because of unavoidable detector ageing,moni-
toring and maintaining the calibration in flight requiresa sustained effort over the life of
the mission and beyond, and that provision for this must, in future, be made in theplanning
of human resources and funding.

We also note that the value of laboratory and in-flight calibrations now reaches further
than its originally intended contribution to fundamental research; solar irradiance values
measured by SOHO now flow directly into data sets used for applications, and, indeed,
into operational data sets that are, for example, used for predicting the atmospheric drag
which influences the decay of satellite orbits. This is a trend that further substantiates the
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need for assigningadequate priority to radiometric calibration vis-à-vis other aspects of
spacecraft and experiment development.
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Solar Variability

SAMI K. SOLANKI

Max-Planck-Institut für Aeronomie
Katlenburg-Lindau, Germany

With increasing sensitivity, wavelength coverage and photometric accuracy (including
reliability in calibrations) it is becoming ever more clear that the Sun is a variable star
at practically all wavelengths and timescales. A short and incomplete overview is given
of the forms which this variability can take. Some of the underlying physics is also very
briefly touched upon.

1.1 Introduction

The Sun is a variable star. It is variable at all observed timescales and at all wave-
lengths. In the visible and infrared (IR) its irradiance variations are not very large, on
the order of 0.1 % or even less and require more accurate measurements than stellar as-
tronomers generally carry out. This, and the relatively limited definition often applied to
stellar variability, largely accounts for the fact that the Sun has in the past been judged
to be a constant star. Thus the total radiative output of the Sun was (wrongly as it turned
out) termed the ‘solar constant’. The Sun is variable not just in brightness (or irradiance,
which corresponds most closely to flux in stellar terminology) but in a wide variety of
ways. These include variability in its particle flux (solar wind), changes in its spectrum,
evolution of the morphology of surface features (i.e., the appearance and distribution of
sunspots, prominences, etc.), time dependence of the magnetic flux and its surface distri-
bution, shifts of itsp-mode oscillation frequencies, etc.

In addition to the type of variability we also need to distinguish between global and
(spatially) local variability, variability at different timescales, variability with different un-
derlying physical causes and, in the case of intensity or flux variations, the wavelength of
the variable radiation.

In the present overview which, by force of the extremely broad nature of the topic
covered and the limited space, only picks out a few aspects of solar variability, I shall dis-
cuss the timescales of solar variability and the wavelength dependence of solar brightness
variations with the help of a few examples. The physical causes are, to the extent that they
are understood, briefly discussed together with the observational evidence. For a far more
detailed look at solar variability see the volume edited bySonett et al.[1991].

The investigation of solar variability requires stable instruments, in particular with re-
gard to their sensitivity. The long-term stability of the radiometric calibration of radiome-
ters and UV-sensitive instruments has become the limiting factor for many investigations
of solar variability. Thus, the work presented in this volume is an important contribution to

1



2 1. SOLAR VARIABILITY

improving our knowledge of solar variability. Conversely, the present paper may be seen
as providing scientific motivation for most of the other papers in this volume.

1.2 Timescales of Solar Variability

The Sun is known to be variable on timescales ranging from fractions of seconds to its
lifetime on the main sequence, i.e., over a range of 17 orders of magnitude. In the following
I list some of the timescales at which the Sun exhibits, or is thought to exhibit, significant
variability without, however, attempting to be complete.

• Solar evolution timescale: 106 to 1010 years [Sackmann et al., 1993]

• Timescale of the evolution of solar rotation (which is also the time scale of the long-
term evolution of solar magnetic activity): 106 to 1010 years

• Timescale for photons to reach the surface from the core: 106 years

• Timescale of heat storage in the convection zone [Spruit, 1982]: 105 years

• Timescale of ‘Maunder minima’, i.e., lengths of time when the Sun is almost free of
spots and the ‘normal’ periods of cyclic magnetic activity between them: 102 to 103

years [Eddy, 1976, 1983;Struiver and Brazunias, 1989]

• Period of the Gleissberg cycle of sunspot activity: 80 to 90 years [Gleissberg, 1945],
although the reality of this period is still under debate

• Solar magnetic cycle period: 22 years [Hale and Nicholson, 1925]

• Solar activity cycle period: 11 years [Schwabe, 1838]

• Oscillation in the rotation rate at the base of the convection zone: 1.3 years [Howe
et al., 2000]

• Periodicity in the occurence of gamma-ray flares: 154 to 158 days [Rieger et al.,
1984]

• Lifetimes of active regions: weeks to months

• Lifetimes of sunspots: hours to months

• Solar synodic rotation period: roughly 27 days at the equator, which increases to
over 30 days at the poles [Snodgrass, 1983;Wang et al., 1989]. In some cases the
rotation period manifests itself in a roughly 14-day periodicity (for example when
the signal is dominated by faculae).

• Lifetimes of granules, mesogranules and supergranules: minutes to days

• Timescales of flares, microflares and nanoflares, of blinkers and other forms of coro-
nal and transition region brightenings: minutes to hours.

• Period ofp-mode oscillations: approximately 5 minutes
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• Period of chromospheric oscillations and waves: approximately 3 minutes

• Shortest radio spikes: 0.01 s [Benz, 1986]

In the following I discuss a few of these examples, without going into detail.

1.2.1 Solar Evolution

In the roughly 4.5 billion years it has spent on the main sequence the Sun has bright-
ened (i.e., increased in luminosity) by roughly 30 %. Over the full 1010 years of life on
the main sequence the Sun’s luminosity has been calculated to change by a factor of two
to three (see Figure 1.1).1 This is dwarfed by the more than three orders of magnitude by
which its brightness is expected to rise as the Sun moves up the giant branch. The various
excursions up this branch, helium flashes and the final collapse of its core into a white
dwarf take place on more rapid timescales of 104 to 107 years. Note that all changes on
timescales longer than 106 years require a change in the energy production rate in the solar
core, since the Sun cannot store energy for a significantly longer period of time. (This is
roughly the time required by a photon to escape from the core, carrying its energy with it;
neutrinos escape practically instantaneously.) The main factor determining the evolution
of the energy production rate is the change in the Sun’s chemical composition with time
as the helium abundance in the core increases through the continuous fusion of hydrogen.

1.2.2 The Solar Cycle and Related Timescales

The best known and most clearly visible variability is that due to the activity cycle,
with a period of approximately 11 years. Note that the solar cycle is not strictly periodic,
with both its amplitude and period being time-dependent. The solar cycle is thought to be
basically a magnetic phenomenon, whose source, a dynamo, resides at the base of the con-
vection zone. The cyclic behaviour is produced by the repeated conversion of poloidal field
(dominating during solar activity minimum) into toroidal field (dominant during activity
maxima) and back again.

The number of solar phenomena varying with the solar (or Schwabe) cycle is vast.
Practically every global aspect of the Sun changes to at least some degree from solar ac-
tivity minimum to maximum. This includes solar total irradiance [e.g,Fröhlich, 2000], but
also the irradiance at practically all wavelengths (for example the EUV and the 10.7 cm
radio flux, see e.g.,Tapping [1987]). In addition, the equivalent widths of particularly
sensitive spectral lines (e.g., HeI 1083.0 nm [Harvey and Livingston, 1994]), bisectors
of photospheric spectral lines [Livingston, 1982], shapes of chromospheric lines (MgII

core-to-wing ratio), the number of and area coverage due to sunspots, the total and the
interplanetary magnetic flux [e.g.,Harvey, 1994a, b;Lockwood et al., 1999], the speed of
the polar solar wind [Woch et al., 1997;McComas et al., 2001], the spatial distribution of

1The figure is based on models that have the following deficiences [A.I. Boothroyd, personal communication]:
1.The model ignores the effect of element diffusion. This might significantly affect the total main sequence
lifetime.
2. Mass loss was included via a parameterized Reimers mass loss formula, which is known to be unsatisfactory.
Thus, the amount of mass loss at the tip of the red giant branch is highly uncertain. The most probable effect of
the mass loss uncertainty would be that the number of helium flashes on the asymptotic giant branch could be
different from that in the figure.
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Figure 1.1: Computed luminosity of the Sun normalized toL �, the luminosity at present,
plotted as a function of time, starting from its contraction onto the main sequence (dotted
line) and ending with the final contraction towards a white dwarf. Note the three different
timescales, as the evolution speeds up (adapted from figure 4 ofSackmann et al.[1993],
by permission).

prominences and coronal holes, the latitudes and shapes of coronal streamers, all change
over a solar cycle, to name but a few. Not all these quantities vary by a similar amount,
however. Whereas the total irradiance andp-mode frequencies change by far less than
1 %, the magnetic flux varies by roughly a factor of two, and the number of sunspots actu-
ally fluctuates by one to two orders of magnitude. Most of these changes occur reasonably
in phase with each other, although there are some phase shifts [e.g.,Jiḿenez Reyes et al.,
1998]. The evolution over the last three solar cycles of four such quantities is plotted in
Figure 1.2. In general these changes can be understood in terms of the increase in mag-
netic flux at the solar surface and in the solar atmosphere from solar activity minimum to
maximum, or in the changed distribution of this flux on the solar surface, for example into
active regions harbouring sunspots and coronal loops.

One of the most intriguing results related to the solar cycle is that it also affects local
properties, such as the emission from a patch of quiet Sun, or the properties of a typical
sunspot. For example, the umbral brightness of sunspots is seen to change by 20 % from
beginning to end of a cycle [Albregtsen and Maltby, 1978] and the penumbra to umbra
area ratio also depends on the phase of the cycle [Jensen et al., 1956]. Although proposals
have been made to explain such effects [e.g.,Scḧussler, 1980] further work is definitely
required.

The result found byScḧuhle et al.[2000] that the quiet Sun brightness increases towards
solar activity maximum also belongs to this category. It questions the very concept of
the quiet Sun as a ‘standardized’, time-invariant quantity. Recently,Pauluhn and Solanki
[2002] have shown that the magnetic flux in the quiet Sun increases along with the total
solar magnetic flux. In particular, the amount of magnetic flux in the regions observed in
the EUV by SUMER (Solar Ultraviolet Measurements of Emitted Radiation, cf.,Wilhelm
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Figure 1.2: Monthly smoothed records of the following observables over sunspot cycles
21 to 23 (from top to bottom): Zürich Sunspot Relative Number,Rz, Core-to-wing ratio of
the MgII h and k lines (MgII index), total solar irradiance (TSI) and 10.7 cm radio flux.

et al. [1995]), and CDS (Coronal Diagnostic Spectrometer), seeHarrison et al.[1995],
changes in step with the EUV brightness. It is mainly the flux in the stronger features, i.e.,
in the enhanced network, which is variable. This magnetic flux is directly associated with
enhanced chromospheric and EUV emission [e.g.,Frazier, 1971;Schrijver, 1990].

Timescales longer than 11 years are also of considerable relevance for the solar dy-
namo. The most obvious example is the 22-year period, which corresponds to the true
periodicity of the solar magnetic field if magnetic polarity is taken into account (the so-
called Hale cycle [Hale and Nicholson, 1925]). Systematic differences between odd and
even 11-year solar cycles in sunspot numbers have also been found, and have been inter-
preted byMursula et al.[2001] as a sign of a non-varying background field. Furthermore,
both the amplitude and length of the solar activity cycle fluctuate from one cycle to the
next (e.g., as manifested in the number of sunspots or other sufficiently long records of
solar activity). In Figure 1.3 the yearly mean sunspot number is plotted, along with the
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cycle amplitude and cycle length records deduced therefrom for the interval for which it is
possible to reliably deduce these parameters from the original record.

Such fluctuations in the properties of the solar cycle can be followed on the basis of
telescopic observations of sunspots for almost four centuries. The most remarkable feature
in this record is that sunspots are virtually absent for a large fraction of the 17th century,
during the so-called Maunder minimum [Eddy, 1976]. Using14C/12C and10Be/9Be abun-
dance ratios (in essence measures of the open solar magnetic flux) as a proxy it is possible
to follow solar activity back even further. These records reveal the presence of further
Maunder minimum-like periods, in which solar activity was extremely low (and hence the
cosmic-ray flux responsible for the production of the cosmogenic isotopes14C and10Be
correspondingly high).

These fluctuations, including extreme cases such as Maunder minima, are finally also
driven by the dynamo. What causes the dynamo to fluctuate is still being debated, and
basically two proposals have been made, one being that non-linear dynamos may lead to a
chaotic evolution of the field [Rüdiger, 2000;Weiss and Tobias, 2000], the other invoking
stochastic influences produced by the interaction with magnetic fields in the convection
zone [Schmitt et al., 1996].

The concentrations of the cosmogenic isotopes indicate that the Sun’s open magnetic
flux also exhibits a significant secular increase since the Maunder minimum. From inde-
pendent dataLockwood et al.[1999] deduced that the Sun’s open magnetic flux has dou-
bled in strength over the last century, in good agreement with the10Be data [Beer, 2000;
Solanki et al., 2000]. Thus, not just the active phenomena exhibit a secular trend, but also
the ‘quiet Sun’ appears to vary on timescales longer than the solar cycle. This is also sup-
ported by observations of Sun-like stars. The intensity in the cores of the CaII H and K
lines, which is a chromospheric index of activity and of magnetic flux, is considerably
lower in stars that are in a non-cyclic state (presumably similar to the Maunder minimum
[Baliunas and Jastrow, 1990]) than in stars exhibiting a cyclic behaviour similar to the cur-
rent trend. These observations have also been employed to deduce a secular variation of
solar irradiance. According to quantitative estimates it has increased by at least 2 W m−2

(or 0.17 %) since the Maunder minimum [White et al., 1992;Lean et al., 1992;Zhang et
al., 1994]. The underlying secular change of the magnetic flux is thought to be caused by
overlaps between consecutive magnetic cycles in the sense that flux belonging to the new
cycle starts to emerge before the old cycle has ended [Solanki et al., 2002]. Such overlaps
are expected within the concept of the extended solar cycle [Wilson et al., 1988]. In partic-
ular Harvey[1992] andHarvey[1993] have shown that considerable magnetic flux in the
form of small-scale bipolar regions, the so-called ephemeral active regions, erupts already
years before the sunspots of that cycle, while the previous cycle is still in full flow.

One of the questions often addressed regarding this longer timescale is whether the
modulation of the activity cycle is (roughly) periodic. The approximately 90-year Gleiss-
berg cycle is the strongest periodicity seen in historic data (in particular in the sunspot
record [Gleissberg, 1945]), although its reliability is much lower than that of the 11-year
cycle, due to the limited length of the sunspot record and the lower reliability of earlier
data.
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Figure 1.3: Yearly mean sunspot numbers over the last four centuries along with the cycle
amplitude and cycle length records deduced from this data set. Note that these parameters
can only be determined for cycles after approximately 1700.

1.2.3 Solar Rotation and Related Timescales

Periodicities at close to the Carrington rotation period of roughly 27 days and some-
times at half this period are seen in a number of records of solar observables. These peri-
odicities are of course not due to any changes on or in the Sun, but rather to the fact that
regions on the solar surface such as sunspots or active regions move in and out of view
of the observer as the Sun’s surface rotates past. As sunspots pass over the solar disk they
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Figure 1.4: Solar wind speed (thin curves) and O7+/O6+ ratio (thick curves) measured by
the SWICS experiment on the Ulysses mission as a function of time. A low O7+/O6+ ratio,
coupled with a high wind speed is indicative of material emanating from a coronal hole.

cause solar total irradiance to decrease markedly while they are visible from Earth.2 If the
sunspots live longer than a rotation period, multiple dips in the brightness are produced
with a period corresponding to the sunspot rotation period at the corresponding latitude
(modulated by any proper motion that the sunspots might display). The solar wind speed
often also exhibits such an (approximate) periodicity due to the repeated passage of coro-
nal holes (mainly extensions to low latitudes of the polar holes), which can live for multiple
rotations. Figure 1.4 exhibits solar wind speed and the O7+ / O6+ abundance ratio in the
solar wind measured by Ulysses between 1992 and 1993 as well as a part of 1996. [cf.,
von Steiger et al., 2000]. At these times Ulysses was at intermediate latitudes.

Solar rotation introduces a two-week period into signals that are susceptible to the
passage across the solar disk of photospheric faculae, i.e., the bright parts of active regions,
composed of small flux tubes. Strong faculae, i.e., those associated with spatially-averaged
magnetic field strengths of a few hundred Gauss, are almost invisible at disk centre, or
even slightly darker than the quiet Sun there [e.g.,Topka et al., 1997;Ortiz et al., 2002].
They are, however, bright close to the limb. Hence the passage of a long-lived facular

2Here the solar total irradiance refers to the total brightness of the Sun as measured from outside the terrestrial
atmosphere and at the mean distance between Sun and Earth.
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structure produces two brightness peaks during a solar rotation period, namely when the
structure is close to each limb. It was probably this effect which ledClaverie et al.[1982]
to misinterpret their helioseismic data in terms of a solar core rotating at twice the surface
rate, as pointed out byDurrant and Schr̈oter [1983], Anderson and Maltby[1983] and
Edmunds and Gough[1982].

1.2.4 Lifetimes of Convection Cells andp-mode Periods

The hierarchy of solar convection cell sizes translates into a hierarchy of lifetimes,
with larger cells living longer. Thus supergranules (average size 20 Mm to 30 Mm, life-
time 20 h) live longer than the smaller mesogranules (5 Mm, 1 to 2 h), which in turn live
longer than granules (1 to 2 Mm, 5 to 10 minutes).3 The physical processes acting during
the birth and death of granules have been reviewed bySpruit et al.[1990], cf., Ploner
et al. [1999]. For a first study of the physics of mesogranule evolution seePloner et al.
[2000]. Since most convection cells are associated with a brightness contrast, at least at
some wavelengths, their evolution and in particular their birth and death produce fluctu-
ations in the Sun’s brightness. In Figure 1.5 the power spectrum of the solar irradiance
time series obtained by the VIRGO (Variability of IRadiance and Gravity Oscillations)
instrument on SOHO [Fröhlich et al., 1995] is plotted. (For the latest update on the total
solar irradiance, seeFröhlich [2002].) The rapid decrease of solar noise towards higher
frequencies is clearly visible. This allows the group of peaks due to the solarp-modes to
stick out above the noise at the high-frequency end. In addition to these sources, faculae
and sunspots also contribute to the power. Since faculae have a high contrast and evolve
slowly, they significantly raise the power at the low frequency end. The contribution of
sunspots is small for the period near solar activity minimum to which these data refer.

Two parameters determine how strongly a certain type of convection cell influences
the solar brightness (or the wavelength shifts of the spectral lines in the disk-integrated
spectrum). One is the brightness contrast, the other is the cell size or the number of cells on
the solar disk. According to the first parameter granules should have the largest influence,
since they exhibit by far the largest contrast in the visible. Supergranules, on the other
hand, dominate in the cores of strong lines and at shorter wavelengths, since the (magnetic)
network is located at their boundaries.

Since supergranules have a 10 to 30 times larger linear dimension than granules, there
are typically 100 to 1000 times more of the latter on the solar surface at any given time.
Statistically the influence of a given type of convection cell on global properties decreases
as 1/

√
n, wheren is the number of cells at a given time (n ≈ 106 for granules).

Given this statistical factor, supergranules may have a larger effect on irradiance; how-
ever, the question is still open. The considerable uncertainty regarding the contribution of
supergranules is related to the question of how strongly the magnetic network reacts to the
evolution of the supergranules; do the magnetic elements flicker as supergranules evolve,
or are they simply rearranged without changing brightness? This question is unanswered
and may be moot, since the network magnetic flux itself evolves on the timescale of su-
pergranule lifetimes by possibly quite independent means (for example emergence and
evolution of ephemeral active regions [Harvey and Zwaan, 1993;Hagenaar, 2001]).

3The reality of mesogranules is still a subject of debate. Recent arguments for and against their existence have
been given byShine et al.[2000] andHathaway et al.[2000], respectively.
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Figure 1.5: Power spectra of the total and spectral irradiance time series measured by the
VIRGO instrument on SOHO. The spectral irradiance is measured in three 5 nm wide
bands. The group of peaks near the right edge of the figure is produced by thep-mode
oscillations (Figure adapted fromFr öhlich et al.[1997]).

In a comparison of stars of different sizesSchwarzschild[1975] has shown that the
size of granules is expected to increase faster than the stellar radius, so that the number of
granules on the surface of giant and supergiant stars decreases accordingly. Hence granules
could become an effective source of stellar variability for these stars. (See, however,Gray
[2001, 2002], who does not find conclusive evidence for a granular cause of supergiant
variability.)

The p-modes produce a distinct row of peaks in spatially unresolved (Sun-as-a-star)
data (just visible in Figure 1.5) and a pattern of ridges in thek − ω diagram obtained
from spatially resolved data (k is the spatial wavenumber,ω the temporal frequency). At
any given point of the solar surface the overlap of all the oscillation modes present on the
Sun gives rise to a seemingly chaotic signal. The regular pulse of an individual mode can
be picked up by filtering out a single spatial and temporal frequency. The lowest degree
(l = 0 to 3) modes also give a measurable signal in disk-integrated brightness and ve-
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locity. Even for a given mode, the oscillation is strongly modulated on longer timescales
by stochastic excitations followed by an exponential decay, with the decay time decreas-
ing with increasing mode frequency. This combination produces complex profiles of the
p-mode peaks in the power spectrum, which on the one hand have Lorentzian damping
wings (from the finite lifetimes of the modes) and a strongχ 2-noise (from the stochastic
excitations and the limited number of realisations) [Toutain and Appourchaux, 1994]. The
former affects short-lived high-frequency modes most, while the latter is a problem mainly
for the long-lived low-frequency modes.

Note thatp-modes are solar eigenmodes resonantly excited by turbulent convection,
mainly the granulation, so that any solar variability introduced by them is ultimately also
due to granulation.

The granulation also excites propagating waves (i.e., those with periods shorter than
the acoustic cutoff of three minutes). In the chromosphere these waves steepen into shocks,
which are associated with particularly large temperature enhancements. Hence, such waves
exhibit significant variations in the radiation emanating from chromospheric layers (for ex-
ample the CaII K line coreCram and Daḿe[1983]).Carlsson and Stein[1992, 1995, 1997]
have pointed out that the variability in intensity is much smaller than the temperature vari-
ations since the hottest part of the chromosphere radiates most strongly. Thus, the bulk of
the radiation in the K line core arises from the shock front as it propagates through the
chromosphere in their simulations.

1.2.5 Flares, Microflares, Blinkers

One of the major discoveries of recent space missions (Yohkoh, SOHO, TRACE) has
been the immense variability of the solar transition region and corona. In addition to the
variability due to the sources mentioned so far there are relatively sudden brightenings in
radiation sampling the chromosphere, transition region and corona of the Sun. The most
energetic and spectacular of these are flares. Flares are generally detected in X-rays, coro-
nal EUV lines, or in Hα. Flares cover a broad range of total emitted energies, peak bright-
nesses (for example in X-rays) and durations. SeeTandberg-Hanssen and Emslie[1988]
for an introduction to flares and an overview of their properties. The number of flares in-
creases rapidly with decreasing amount of energy released per event [Crosby et al., 1993;
Benz and Krucker, 2002]. The very weak events are often termed microflares (or nanoflares
in the case of the weakest). There are proposals by, e.g.,Parker [1993] that these micro-
and nanoflares are the main cause of coronal heating. Energy released through magnetic
reconnection is thought to drive the brightening associated with a flare.

In transition-region lines similar brightenings as the microflares are seen. They have
been termed blinkers [e.g.,Harrison, 1997;Harrison et al.1999;Brkovíc et al., 2001].
Examples of typical blinkers are the biggest brightenings seen in the upper right frame of
Figure 1.6 (fromBrković et al.[2002]). In CDS data plotted in the upper two frames, blink-
ers are significant brightenings, typically> 1.5 times the background brightness for OV

63.0 nm, which generally last between 5 and 50 minutes. A comparison with data recorded
by the SUMER instrument, which are simultaneous and cospatial to the extent possible
(the two lower frames in Figure 1.6), shows that SUMER exhibits over a factor of three
larger variability than CDS wide-slit data. A part of the reason is that in the wide-slit mode
spectral information is lost, so that the less variable nearby continuum is analyzed along
with the line. Nevertheless, this still leaves over a factor of two unaccounted for, which
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Figure 1.6: Light curves for the HeI 58.4 nm and OV 63.0 nm lines observed with CDS
(upper frames) and SUMER (lower frames). Plotted is the intensity relative to the time-
averaged intensity (the horizontal dashed lines) for individual pixels. Note the difference in
scale between the SUMER and CDS light curves. The dotted lines represent noise levels.
The RMS variability is marked in the upper right of each frame (fromBrkovíc et al.[2002]).

Brkovíc et al. [2002] propose is mainly due to the higher spatial resolution of SUMER.
This suggests that many of the blinkers are spatially unresolved, at least by CDS.

To my knowledge still unexplained is the interesting fact that, at least, on the timescale
of blinkers, the transition-region is far more variable than either the chromosphere or the
corona [e.g.,Vernazza et al., 1975;Brković et al., 2000].

1.3 Wavelength Dependence of Solar Variability

The magnitude of solar variability is strongly wavelength dependent. On the timescale
of the solar-activity cycle, brightness variations have a minimum in the IR at around
1.6 µm and increase toward both shorter wavelengths, up to X-rays, and longer wave-
lengths to radio waves. For example, whereas the total solar irradiance (which is dominated
by variations in the visible [e.g.,Solanki and Unruh, 1998]) varies only by 0.1 % over the
solar activity cycle, the EUV and X-ray flux can change by over an order of magnitude
[Acton, 1999].

A number of causes combine to produce this wavelength dependence. In the following
a few of these causes are listed.

• The temperature dependence of the Planck function increases from radio to near
UV wavelengths. This means that a given change in temperature produces a larger
variation in the thermal radiation at UV wavelengths than in the IR. This effect
helps determine the wavelength dependence of the variability due to granulation
and sunspots, but plays a minor role for, e.g., faculae or flares. For the former the
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height-dependence of the temperature is more important, for the latter the radiation
has a strong non-thermal component.

• Radiation formed at greater heights, i.e., lower densities (e.g., X-rays, radio), ex-
hibits larger variations than radiation arising in deeper and denser atmospheric lay-
ers (e.g., optical radiation). In particular, the minimum in solar cycle variability at
1.6µm is partly due to the opacity minimum located at this wavelength, so that the
radiation is emitted at the greatest depth. The reason for this behaviour becomes
clear when one bears in mind that the amount of energy potentially available to in-
ject into the gas decreases more slowly with height than the gas density. Gas at a
lower density is more strongly affected by the input of a given amount of energy
(e.g., from the dissipation of waves or magnetic reconnection).

• Saturation effects restrict the variability of optically thick radiation, so that optically
thin radiation (usually emitted from the less dense parts of the atmosphere) exhibits
the largest variation.

• The structure and dynamics in the transition region and corona and the thermal en-
ergy input into them are determined by the magnetic field. Since, in the corona, gas
pressure is almost negligibly small compared to magnetic pressure (but seeGary
[2001]), large density gradients can exist stably across field lines. Similarly, since
heat transport along field lines is far more efficient than across them, large cross-field
thermal gradients can be built up. The hotter parts of the solar atmosphere are thus
far more inhomogeneous than the cooler parts (as indicated by the very high contrast
fine structures seen in data obtained by the TRACE satellite at a given wavelength).
Also, magnetic heating processes (reconnection, MHD wave dissipation) tend to be
very time dependent.

The wavelength dependence of the relative change in the solar irradiance between
solar activity maximum and minimum of cycle 22 is plotted in Figure 1.7. Shortward of
400 nm the dashed curve corresponds to observational data fromLean [1997] while the
solid curve results from the model calculations ofUnruh et al.[1999]. The minimum in
variability around 1.6µm is clearly visible as is the steep increase towards the FUV and
the more gentle increase towards the FIR.

Although brightenings over a large wavelength range often happen simultaneously, in
extreme cases the Sun can exhibit the opposite behaviour in two different wavelengths.
Perhaps the most striking example is the contrasting evolution of the solar luminosity in
the visible (or integrated over all wavelengths) and in X-rays over its lifetime. Whereas
the Sun has become brighter in visible light with time (see Section 1.2.1, Figure 1.1)
its X-ray luminosity is expected to have decreased by between one and three orders of
magnitude. This follows from the X-ray versus rotation period relationship exhibited by
late-type stars. This relationship is tightest when instead of rotation periodP, we use
the Rossby numberRo = P/τ [e.g., Simon, 2001], whereτ is the convective turnover
time, which has remained relatively constant during the Sun’s main-sequence lifetime.
The rotation rate of the newborn Sun was considerably higher than the current value (like
that of almost all young main sequence stars); however the Sun’s exact initial rotation rate
cannot be deduced from its current state [Pinsonneault et al., 1989]. The X-ray luminosity
of the most rapidly rotating stars is roughly three orders of magnitude larger than that
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Figure 1.7: Shortward of 400 nm the dotted curve shows the observed relative irradiance
variation between solar activity minimum and maximum versus wavelength, compiled by
Lean[1997]. At longer wavelengths it is a simple extrapolation. The solid curve denotes
the same quantity resulting from a 3-component model (figure fromUnruh et al.[1999]).

of the Sun; this indicates the maximum value that the solar X-ray luminosity could have
reached in the past. The intermediary connecting the stellar rotation rate to the X-ray flux
is the magnetic field. The magnetic dynamo works more efficiently in a rapidly rotating
star, producing more magnetic flux [Valenti and Johns-Krull, 2001], which in turn leads to
stronger chromospheric and coronal heating.

The magnetic field also influences the rotation of the Sun by extending the Sun’s mo-
ment arm and leading to an enhanced loss of angular momentum through the solar wind
[e.g.,Schatzman, 1962;Mestel and Spruit, 1987;Keppens et al., 1995;Solanki et al., 1997;
MacGregor, 2001]. It is basically this back reaction which is responsible for the spin-down
of the Sun to its current rotation rate.

1.4 Conclusion

A brief overview has been given of the variability of the Sun. The Sun varies at all
timescales, although by different amounts and partly also at different wavelengths. Some
of the most interesting timescales have been discussed in greater detail. The wavelength
dependence of the variability has also been considered. The relative variability of the Sun
increases heavily towards more extreme wavelengths. However, the absolute variation in
solar irradiance or flux is largest in the visible, simply because most of the radiation is
emitted in this wavelength band, so that even a small (0.1 %) relative variability leads to a
large fraction of the total variability, namely 40 % [Solanki and Unruh, 1998].

Perhaps most intriguing is the wide range of physical processes responsible for mak-
ing the Sun variable. These range from slow changes in the solar core to rapid magnetic
reconnection in the solar corona. Unfortunately, the physics behind the variability has
been touched upon only very rudimentarily in this overview. Another very important as-
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pect which has not been considered here, but which is the subject of the other papers in
this volume is the need for well-calibrated and stable instruments to reliably record solar
variability. The calibration and intercalibration efforts culminating in this volume should
therefore lead to a significantly improved and enhanced knowledge of solar variability.

Acknowledgements

I wish to express my thanks to A. Boothroyd, A. Brković, C. Fröhlich, N. Krivova, Y. Unruh and
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Realistic physical and chemical descriptions of the Sun require observations that have
been made with spectroradiometrically calibrated telescopes and spectrometers, i.e., with
instruments that have a known spectral responsivity. Such calibrations assure that a mea-
sured spectral radiance or irradiance is determined on a scale that is defined by the radio-
metric standards realised and used in laboratories.

For ground-based observations of the Sun in the visible or near-infrared spectral
regions, comparisons with laboratory standards of radiance or irradiance are relatively
straightforward. However, measurements at shorter or longer wavelengths, or measure-
ments of the total solar irradiance with a radiometric accuracy to within one part in 1000
which is indispensable for climatology today, require observations outside the atmosphere.
For these the spectral responsivity of the instrumentation must be known.

However, calibrating telescope-spectrometer combinations for the wide wavelength
range of space observations is a complex and problematic task, particularly for extended
space missions. Satellite telescope-spectrometer combinations can be calibrated before
launch in the laboratory by use of appropriate primary or secondary source or detector
standards. We review such standards and their use in the context of the SOHO instrument
calibrations and we note limitations in accuracy and coverage of parameter space.

Environmental influences, such as contamination on the ground and the influence of
radiation in space, may, however, cause the spectral responsivity of satellite instruments
to change between laboratory calibration and initial operation in space and during the
subsequent long period of orbital operations. In-orbit monitoring and validation of the
responsivity of a satellite instrument is, therefore, necessary. This has been achieved for
SOHO by intercomparisons of the responses of the various instruments when a common
source is viewed, by observations of stars and by under-flights.

In the past, solar physics has often broken new ground and introduced and refined
astronomical techniques. The efforts to calibrate solar observations as they are reported in
this book should, therefore, be of interest for astronomy as a whole.
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2.1 Introduction

The advent of spectroscopy in solar physics led, about 100 years ago, to the develop-
ment of astrophysics. Today, our knowledge of the Universe is, in part, based on spectro-
radiometric1 observations, i.e., on the determination of the spectral irradiance or spectral
radiance2 of a variety of objects and over a wide range of wavelengths. Such measure-
ments require determination of the number, the spectral and, in the case of radiance, also
the spatial distribution of photons from an object that arrive in the focal plane of an ob-
server’s telescope. When combined with atomic and molecular data, spectroradiometri-
cally accurate observations provide evidence for deriving temperatures, densities, elemen-
tal abundances, ionisation stages, and flow and turbulent velocities in objects that are in
the gaseous or plasma state. In this way, we elucidate the physical structure and chemical
composition of astronomical objects, as well as the processes that cause them to emit and
evolve. Such observations also provide similar insight into the properties of plasma, gas
and dust in interplanetary, interstellar and intergalactic space.

Because rigorous science requires accurate data, solar physicists should insist that their
spectroradiometric observations are traceable to laboratory standards through sufficiently
frequent and thorough spectroradiometric calibration. This implies determination of the
spectral responsivity, i.e., the effective area of a telescope-spectrometer combination as a
function of energy or wavelength.3

In Section 2.2, we consider the laboratory basis for radiometric calibration, and dis-
cuss, with explicit attention to solar physics, the transfer of the calibration to satellite
instruments. In Section 2.3, we discuss specific cases of solar satellite instrument calibra-
tions and introduce the calibration of telescope-spectrometer combinations on the Solar
and Heliospheric Observatory (SOHO).

The radiometric inter-calibration of SOHO is an example of an effort to reconcile the
responsivities of all the spectroradiometric instruments on a spacecraft under real-time
operations and without recourse to stellar atmosphere modelling, such as that used for the
radiometric calibration of the Hubble Space Telescope [Colina and Bohlin, 1994].

The effort described in this book originally had a purely scientific aim, namely to
assure a correct physical interpretation of the SOHO observations. In the meantime, this
effort has also attained a practical use: irradiance measurements by SOHO instruments are
today directly flowing into data sets that are made available for operational purposes [cf.,
McMullin et al., 2002b].

1In astronomy, the termphotometryis often used when dealing with broadband intensity measurements; those
with higher spectral resolution are calledspectrophotometry. However, in the terminology of physics, photometry
refers to intensity determinations that are relevant to human vision. Therefore, we have chosen to use the terms
radiometryor spectroradiometryin this paper.

2If an object is not spatially resolved, irradiance,I , the power detected per unit area (i.e., W m−2; often,
loosely, called flux) is measured.Spectralirradiance refers to the irradiance per energy (or wavelength) interval
at a given energy (or wavelength), i.e., W m−2 eV−1 (or W m−2 nm−1). Radiance,R, is the power emitted
per unit area per unit solid angle, i.e., W m−2 sr−1 [Grum and Becherer, 1979].Spectralradiance refers to the
radiance per energy (or wavelength) interval at a given energy (or wavelength), i.e., W m−2 sr−1 eV−1 (or W
m−2 sr−1 nm−1). If the distance,d, to a uniformly emitting object of area,S, is known, then the irradiance is
related to the radiance byI = R(S/d2).

3The effective area of an instrument is the equivalent collecting area of an ideal instrument, i.e., of an instru-
ment that detects incident radiant energy with a responsivity of 100 %.
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2.2 The Laboratory Basis for Spectroradiometry and its
Transfer to Orbit

Any spectroradiometric measurements that are performed on the Sun or other astro-
nomical object with the aim of deriving physical properties must be traceable to (ulti-
mately based on a comparison with) primary laboratory standards. Such standards are ab-
solute radiation sources or detectors that can be realised in the laboratory [Cook, 1994].4

In this Section we discuss the primary standards for laboratory radiometry and general
ways of applying them to the spectroradiometric calibration of solar spectrometric space
telescopes. We also consider calibration changes during an instrument’s orbital lifetime
and how one can determine changes from the laboratory calibration once an instrument is
in orbit.

2.2.1 Primary Radiometric Standards

Ideally, there would be one primary standard for absolute spectroradiometry. However,
because of the large range of radiance and irradiance as well as energy (or wavelength) of
electromagnetic radiation studied in science and its applications, practical considerations
and current technology have resulted in four. There are two emission, or source, standards
– black bodies and electron (or positron) storage rings – and two detector standards –
double-ionisation chambers and cryogenic electric substitution radiometers (ESRs).

Black bodies [cf.,Kaase et al., 1984] are emission standards based on thermodynam-
ics: the radiation from a black body is related to its temperature by the Planck law. To
optimise the accuracy of these standards, they are normally operated at the melting tem-
perature of an appropriate metal.

Electron or positron storage rings [cf.,Madden et al., 1992] are standards based on
electrodynamics. Here, theSchwinger[1949] formula is used to calculate the synchrotron
radiation emitted by accelerated, relativistic charged particles. Inputs required for the cal-
culation are the energy and current of the stored beam, as well as the magnetic induction
at the point where the radiation is emitted; small corrections are required to account for
the finite vertical extent and divergence of the particle beam.

Rare-gas double-ionisation chambers are detector standards based on the fact that the
photo-ionisation yield of various rare gases, present in an optically thick column, is unity
from 22.8 nm (the second ionisation threshold for He) to 101.2 nm (the first ionisation
threshold for Xe) [Samson, 1964;West, 1998].

Cryogenic ESRs [cf.,Möstl, 1991] are detector standards that are based on accurate
current and voltage measurements. The temperature increase of an irradiated cavity cooled
to liquid helium temperature is compared by a null method with the temperature increase
caused by deposition of accurately measured electrical power into an equivalent cavity.
Although corrections for reflections, scattering, and diffraction must be made, cryogenic
ESRs are accepted as the most accurate radiometric standards [Fox and Martin, 1990].

4The criterion for a primary standard is that it can give a result directly without the need for any calibration
relative to the quantity being measured. One must be able to write down its operating equation in full without
any unknown (or empirically determined) constants or functions that are a function of the quantity being mea-
sured [Quinn, 2001]. By international convention, namely through the International Committee for Weights and
Measures (CIPM), standards are given in terms of the units defined by the Système International (SI).
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The accuracy with which the radiometric scales are realised by synchrotron radiation,
black bodies (atλ > 650 nm) and cryogenic substitution radiometers has been evaluated
by Stock et al.[1993]. Their uncertainty analysis, carried out for visible radiation, indi-
cated that synchrotron radiation, black bodies and cryogenic ESRs produced and detected
spectral radiant intensity5 with uncertainties of 0.1 %, 0.07 % and 0.007 %, respectively.6

Thornagel et al.[1996] measured emission from an electron storage ring with a cryogenic
radiometer and found agreement between the two primary standards within 0.3 % at a
photon energy of 15 keV and 0.08 % for visible radiation; in the latter case confirming the
analysis byStock et al.[1993].

For the vacuum ultraviolet (VUV) spectral domain, which is of prime interest in this
paper, black bodies are not suitable, since their VUV spectral radiance is very low (cf., fig-
ure 1 ofHollandt et al.[1996b; 2002]). Similarly, for practical reasons, rare-gas double-
ionisation chambers are infrequently used in laboratory calibrations.7 Thus, the primary
standards used in laboratory calibrations of the VUV radiometric responsivity of spectro-
metric space telescopes are storage rings and cryogenic radiometers.

2.2.2 Secondary Standards

Storage rings are large, complex and expensive; cryogenic radiometers are less so, but
still inconvenient for routine laboratory applications. Therefore, it is often more practical
to use simpler, stable sources or detectors, known as transfer standards, that are themselves
calibrated by comparison with a primary standard. Examples for use in the VUV include
D2 lamps [Saunders et al., 1978], hollow-cathode [Hollandt et al., 1994] and Penning
[Heise et al., 1994] discharges, as well as silicon photodiodes [Canfield et al., 1998a;
Gullikson et al., 1996], trap detectors [Fox, 1991], and metal photo-emissive diodes [Bass,
1995;Canfield, 1998b].

2.2.3 Radiometric Calibration of Spectral Irradiance Detectors and
Telescope-Spectrometer Combinations for Use in Space

In modern solar astronomy from space, an assortment of four methods is used to cali-
brate irradiance detectors as well as telescope-spectrometer combinations:

• Calibration by use of a primary or secondary standard that is operated in orbit as
part of the scientific payload. Standards carried into orbit can seldom be used to
assure a calibration “end-to-end”, i.e., from entrance aperture to detector output, of
a telescope-spectrometer system. However, they have been employed for monitoring
the stability of irradiance detectors.

• Pre-flight calibration in the laboratory by end-to-end, component, and/or subsystem
level tests, with radiometric standards being employed where required.

• Calibration of an orbiting telescope-spectrometer combination by comparing simul-
taneous observations of the same source made by both the telescope-spectrometer

5radiant intensityis a radiometric quantity whose SI unit is W sr−1.
6Unless otherwise indicated, all uncertainties in this paper are given in terms of one relative standard uncer-

tainty, i.e., with a 68 % confidence limit.
7See, however,Wienhold et al.[2002], for an application as an in-orbit standard.
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combination to be calibrated and a similar instrument flown on a sub-orbital rocket
or the Space Shuttle. Such measurements, sometimes referred to as “underflights”,
use instruments that are calibrated with a radiometric standard in the laboratory be-
fore and after use in space.

• Calibration in orbit by what are called “celestial standards”, i.e., by stars or other
astronomical objects whose spectral irradiances are stable and have been determined
earlier.

Use has also been made of the physical principles underlying the optical characteristics of
given components in predicting the performance of instruments [Rosa, 1997]. Given a few
benchmark measurements, such predictions can be used to interpolate from responsivity
measurements for a few values of instrument parameters into a continuous calibration
space.

2.2.4 Monitoring the Stability of Spectral Responsivity

Unless extreme care is exercised, the consequences of contamination of optical sur-
faces can be dramatic for a solar telescope in space. Surface layers that originate from
exposure to pre-launch environments or from “outgassing” from the spacecraft bus and
payload itself cause changes in performance when exposed to the harsh electromagnetic
and particle emission from the Sun.8 The variability of the VUV radiation of the Sun
[Solanki, 2002] compounds the problem: disentangling solar variations from changes in
calibration is often not trivial. Underflights are, therefore, usually required.

Unless on-board radiometric standards that calibrate the overall system from end to
end, or reliable celestial standards that are confirmed to be stable and can be compared
easily with solar radiation, are available, it is particularly difficult to detect whether a
change in the spectroradiometric responsivity has occurred between laboratory calibrations
and measurements in orbit.

2.3 Absolute Calibration of Solar Instruments on board
Spacecraft

2.3.1 Solar Total Irradiance Monitors

In order to demonstrate connections between laboratory primary standards and radio-
metrically accurate observations of the Sun, we start with a discussion of total solar irra-
diance monitors. A number of these are directly traceable to primary laboratory standards.

The most accurate radiometric instruments operated in space are electric substitution
radiometers (ESRs), such as the Active Cavity Irradiance Monitors (ACRIM) [Willson,
1999] on the Solar Maximum Mission (SMM) [Bohlin et al., 1980;Chipman, 1981] and
the Upper Atmosphere Research Satellite (UARS) [Reber et al., 1993], and the Differential
Absolute Radiometers (DIARAD) and PMO6-V instruments that are part of the Variability
of Solar Irradiance and Gravity Oscillations (VIRGO) [Fröhlich et al., 1995] package on

8How such contamination has been minimised for SOHO is summarised in this volume byThomas[2002].
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SOHO. These ESRs operate at about 300 K and, in principle, have measurement uncertain-
ties at the 0.2 % level [Fröhlich and Lean, 1998]. Nevertheless, significant adjustments of
the data from given instruments – adjustments that are justified by apparent degradations
and changes in observing parameters – have been required [Fröhlich, 2002]. Moreover,
in order to make a plausible time series out of data sets that cover different periods and
were obtained by different instruments, the absolute scale of some measurements had to
be shifted by up to 0.5 % to make them fit onto the Space Absolute Radiometric Reference
Scale [Crommelynck et al., 1995]. The need for such data reconciliation, which exceeds
the expected instrument uncertainties, demonstrates the problematic nature of absolute ra-
diometry from space platforms and the need for improvements in instrumentation.

The variations in the total solar irradiance over time scales beyond an 11-year activity
cycle – variations that are relevant to understanding the influence of the Sun on the climate
of the Earth – are thought to be at the 0.1 % level.Quinn and Fr̈ohlich [1999] suggest
that the next generation of instruments for such measurements should employ a primary
standard, namely a cryogenic ESR whose measurement uncertainty is 0.05 % or better.

2.3.2 A Solar EUV Broadband Radiometer

The SOHO spacecraft carries a Solar Extreme-ultraviolet Monitor (SEM) that has
been described as “highly stable” [Hovestadt et al., 1995]. SEM comprises a freestanding
5000 l/mm transmission grating, aluminium-coated silicon photodiodes, and aluminium
filters that define the bandpass. SEM was designed to measure the HeII 30.4 nm irradiance
from the Sun as well as the integrated flux between 17 nm and 70 nm.

Although originally assumed to be insensitive to in-flight degradation, the responsivity
of SEM is now believed to have decreased by about 15 % over a period of 400 d at 30.4 nm
[McMullin et al., 2002a]. This change in performance was discovered as a result of a series
of pre-planned, dedicated underflights – an experience that points to the need for such
measurements for all space experiments that require radiometric accuracy.

2.3.3 Solar Spectral Irradiance Measurements

The only satellite spectrometers with true, on-board,spectral irradiance calibration
capabilities that permit efficiency changes to be tracked from the time of laboratory ca-
libration through integration, launch, and years of use in orbit are the Solar Ultraviolet
Spectral Irradiance Monitors (SUSIM) [VanHoosier et al., 1988;Brueckner et al., 1993].
These have modest spectral resolving power and no telescope, but monitor the full-disk
VUV and UV solar spectral irradiance in the wavelength band that drives the photochem-
istry of the Earth’s ozone layer. The SUSIMs, which have observed the Sun several times
from the Space Shuttle and from UARS, comprise several spectrometers and four D2-lamp
transfer standards, which have significantly different duty cycles. The initial spectrometer
calibrations were established in the laboratory by direct comparison with synchrotron radi-
ation. During orbital operations, one of the spectrometers is not used to view the Sun, since
this could contribute to degradation in performance, but only to monitor relative changes
in the output of the D2 lamps.

The Solar Stellar Irradiance Comparison Experiment (SOLSTICE) [Rottman and
Woods, 1994] is also part of the UARS instrument complement and monitors the solar
spectral irradiance with approximately the same resolution and spectral range as SUSIM.
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SOLSTICE was calibrated using synchrotron radiation before launch, but has no on-board
calibration lamp per se. Instead, SOLSTICE tracks changes in its responsivity by compar-
ing solar irradiances to those of hot stars that are thought to have negligible variability.
The set of stars is large enough that changes in the instrument can be disentangled from
unexpected stellar variability by comparing each star to the ensemble average. Moreover,
excessive variability was not expected, since the stars in question had earlier been observed
by IUE and HST. Two potential difficulties with SOLSTICE measurements are: (i ) possi-
ble undetected change in the instrument responsivity between pre-launch calibration and
in-orbit observations, and (i i ) the large dynamic range, about 108, over which accurate ra-
diometry is required. Different exposure times and a wide range of spectrometer entrance
and exit apertures accommodate this range. However, the aperture differences mean that
the solar and stellar observations use different fractions of the spectrometer optics, which
may be non-uniform in performance. Careful instrument design and weekly monitoring of
relevant non-uniformities indicated that their influence remained within a few percent over
the ten-year UARS mission.

The UARS SUSIM and SOLSTICE instruments have monitored the VUV solar irra-
diance regularly and simultaneously since 1992.Woods et al.[1996] compared the results
and those of several other VUV solar irradiance monitors. The difficulties in making spec-
tral irradiance measurements are demonstrated, in part, by the delay between the launch
of UARS and the publishing of this comparison: despite the emphasis on careful pre-flight
calibrations, protection of the instruments from contamination, and on-board calibration
(SUSIM) and efficiency tracking (SOLSTICE), early results did not agree. Extended ob-
servations gave the observing teams additional insight into their instruments, especially
scattered light properties, and now there is confidence that the two instruments agree and
both provide regular, accurate measurements of the VUV solar spectral irradiance within
the uncertainty limits.

The next generation of solar spectral irradiance instruments is represented by the Solar
EUV Experiment (SEE) on the TIMED spacecraft [Woods et al., 1998] and the Spectral
Irradiance Monitor (SIM) [Rottman et al., 1998;Lawrence et al., 1998]. The latter is par-
ticularly interesting because it incorporates a very sensitive ESR as a detector in its focal
plane and a dual spectrometer arrangement that allows degradation in orbit to be tracked.

2.3.4 Telescope-Spectrometer Combinations for Solar Spectral Ra-
diometry

Solar physicists have attempted spectroradiometric measurements of the solar radiance
from space since the 1960s. The telescope mirrors and spectrometers on the Orbiting Solar
Observatories OSO-4 and OSO-6 were separately calibrated before launch with transfer
standard photodiodes [Reeves and Parkinson, 1970;Huber et al., 1973]. However, it was
shown during these calibrations that spatial non-uniformities in the diffraction efficiency of
a concave grating, which was used in the calibration facility to produce a monochromatic
test beam, introduced an inherent uncertainty of at least 10 % [Huber et al., 1973] into the
radiometric pre-launch calibration. Such optical non-uniformities have also affected the
responsivity of the CDS [Lang et al., 2000] and UVCS [Gardner et al., 2000] instruments
on SOHO. The calibration of the S-055 spectrometer on Skylab [Reeves et al., 1977a] was
similar to that of the OSO-6 instrument [Reeves et al., 1977b] and performance was mon-
itored during the mission by means of underflights [Timothy et al., 1975]. Nevertheless,
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the ultimate S-055 radiometric accuracy was insufficient to disentangle possible changes
in the instrument sensitivity from variations in the VUV output of the Sun.

The radiometric calibration of the spectroheliometer flown on OSO-8 was also es-
tablished in the laboratory [Arztner et al., 1977;Bonnet et al., 1978]. This instrument
had a Cassegrain telescope and suffered a large loss of responsivity in orbit. A similar
instrument, also first flown on OSO-8 [Bruner, 1977], was part of the payload of the So-
lar Maximum Mission (SMM). This instrument, in its second version, had a Gregorian
telescope and featured a polarimetric capability. Data on the responsivity of the SMM-
spectroheliometer were published [Woodgate et al., 1980], albeit without an assessment of
uncertainties.

2.3.5 Solar Spectroradiometric Telescopes on SOHO

This book reports on spectroradiometric calibrations for the SOHO mission [Fleck et
al., 1995] and covers the most comprehensive effort to date to achieve accurate solar spec-
troradiometric measurements from space. The SOHO mission required extreme cleanli-
ness in construction, integration and launch operations so that changes in performance in
orbit would be minimised [Thomas, 2002]. The spacecraft builders worked with a clean-
liness requirement of a few hundred nanogram of condensable and particulate contamina-
tion per square centimetre, while the instrument teams aimed for even less. The minimal
deterioration in the responsivity of these instruments over the course of the SOHO mission
[Pauluhn et al., 1999; 2001;Scḧuhle et al., 2002;Gardner et al., 2002] is attributable to
the cleanliness achieved.9

2.3.5.1 UVCS

The spectroradiometric efficiency of the Ultraviolet Coronagraph Spectrometer on
SOHO (UVCS) [Kohl et al., 1995] was determined before launch at selected wavelengths
by use of transfer-standard photodiodes that had been calibrated at the U.S. National In-
stitute of Standards and Technology (NIST). A one-meter spectrometer selected a narrow
wavelength band from an external light source and a large collimating mirror produced a
simulated solar beam [Gardner et al., 1996]. The results, which had an estimated uncer-
tainty of 16 %, have been confirmed [cf.,Gardner et al., 2002] by underflights with the
Spartan 201 Shuttle-deployed coronal spectrometer.

Annual observations of stars that pass through the field of view of UVCS have shown
changes in responsivity that are functions of aperture, i.e., of the position of the UVCS
internal occulter. At the standard aperture width10 of 11 mm, the decrease in responsivity
appears to be 7.5 % per year [Gardner et al., 2002]. This decrease has been confirmed by
Valcu et al.[2002], who compared spectra ofζ Tau obtained with the two UV channels of
UVCS in the 117 nm to 125 nm region with spectra obtained by IUE.

9However, it is worth mentioning that some of the detectors flown on SOHO were not those originally fore-
seen. The replacements required a gain that was too high for solar applications and, as a consequence, lost gain
prematurely in regions of the detector where the total number of detected counts was large. The high voltage
on the replacement detectors therefore had (and still has) to be increased periodically, so that their responsivity
could be maintained over the mission.

10UVCS is a coronagraph with external and internal occulters. Adjustment of the latter, which is done to reduce
the level of scattered light, changes the aperture.
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Because of limited resources and instrument constraints, it was not possible to calibrate
UVCS before launch over the full range of instrument apertures used in science observa-
tions. In-orbit studies and laboratory tests using replicas of the flight gratings have shown
that, because the diffraction efficiency of the gratings is not uniform across their surface,
the effective areas of the UVCS OVI and Ly-α channels are slightly non-linear functions
of the width of the apertures [Gardner et al., 2000; 2002].

The performance of the UVCS gratings and detectors is instructive to those who at-
tempt to model the performance of complex instruments from first principles [Rosa, 1997;
Ballester and Rosa, 1997]: it is often difficult to predict the behaviour of state-of-the-art
optical components, including detectors, and coatings – and the inevitable contaminants –
over the complete range of physical dimensions, optical angles, wavelengths and accumu-
lated signal expected in use. Thus, performance models should be verified with benchmark
measurements over as much parameter space as possible.

2.3.5.2 SUMER

The spectroradiometric efficiency of SUMER, the Solar Ultraviolet Measurements of
Emitted Radiation instrument on SOHO [Wilhelm et al., 1995], was measured prior to
launch [Hollandt et al., 1996a] by using a source standard that was calibrated by compar-
ing it with synchrotron radiation [Hollandt et al., 1996b].11 The source standard consisted
of a hollow cathode, which emitted a line spectrum, and a spherical normal-incidence col-
limating mirror. The collimated beam had a diameter and divergence of (10± 1) mm and
± 1′, respectively. In the laboratory calibration of SUMER, the image of the flux-limiting
aperture of the hollow cathode underfilled the aperture in the focal plane of the telescope,
which is, at the same time, the entrance slit plane of the spectrometer. An unobstructed
observation of the entire source radiation was thus achieved and spectroradiometric re-
sponsivities that included the reflectivities of all optical surfaces, the grating efficiencies,
as well as the detector performance could be established. Indeed, appropriate adjustments
of the source and telescope mirror also permitted mapping of the responsivity of the in-
strument as a function of the position of the light beam within the entrance pupil. The
pre-launch calibrations have subsequently been further refined under operational condi-
tions [Wilhelm et al., 1997;Scḧuhle et al., 2000].

2.3.5.3 CDS

The spectroradiometric responsivity of CDS, the Coronal Diagnostic Spectrometer
[Harrison et al., 1995], was measured prior to launch in a manner similar to that used
for SUMER, i.e., by using a source standard that had been calibrated by comparing it to
synchrotron radiation. But, in this instance, a Wolter type-II telescope served as the col-
limator [Hollandt et al., 1996b] and the collimated beam was limited to 5 mm diameter
when it left the telescope. The nominal divergence was±30′′. Inside its vacuum tank,

11The calibration of the transfer source standard was performed by the Physikalisch-Technische Bundesanstalt
(PTB) Berlin by use of the BESSY (Berliner Speicherring-Gesellschaft für Synchrotronstrahlung m.b.H.) storage
ring. It was verified in the course of this calibration that the radiometric scale of the source standard agreed with
that of a NIST photodiode: a NIST photodiode generated the signal expected from the photon flux in the helium
lines, when it was illuminated by the collimated beam of the source standard, run with helium gas (cf. [Hollandt
et al., 2002]). Although this was not a high-quality metrological comparison of the NIST and PTB scales, the
test provided an important reassurance within the accuracy aimed for.
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the CDS instrument could be moved perpendicularly to the beam while the optical axis
was maintained, so that the instrument apertures that illuminated the grazing- and normal-
incidence gratings could be mapped. The laboratory calibration of CDS [Lang et al., 2000]
turned out to be a much more complex undertaking than that of SUMER. Several reasons
contributed to this, for example, the collimated beam was not uniform, i.e., showed struc-
ture in its cross section, and exhibited an angular divergence exceeding its nominal value
by nearly a factor of four.

2.3.5.4 In-orbit Comparisons with Stellar Spectra

It is of interest to compare the calibrations of instruments designed for observations of
the Sun, such as those on SOHO, with those designed for observing night-sky objects. Such
a comparison informs us about whether the radiometric scales realised for solar and stellar
ultraviolet observations agree with each other within the expected uncertainty limits. The
comparison is more than a check on the correct application and transfer of the laboratory
standards, because in a pragmatic but debatable course of action, observers using some of
the space telescopes for night-sky objects, such as IUE, Voyager, and, most importantly,
the Hubble Space Telescope, made use of stellar models rather than laboratory standards
to establish the ultraviolet responsivity.12 Other space telescopes, the Hopkins Ultraviolet
Telescope (HUT) [Kruk et al., 1999], for example, are traceable to primary standards and
have pre- and post-flight calibration or are validated by underflights.

UVCS observations early in the SOHO mission show that its radiometric scale agreed
with that of IUE to within the measurement uncertainties [Valcu et al., 2002;Gardner
et al., 2002]. Other intercomparisons with stellar observations are in progress [Lemaire,
2002;Wilhelm et al., 2002].

2.4 Conclusions and Outlook

The ISSI Team Workshop on the Radiometric Inter-Calibration of SOHO and this vol-
ume are testimony to the fact that the calibration of SOHO was performed with foresight,
care and regard for an approach that involved traceability to primary radiometric standards.
Such laboratory standards provide a basis for obtaining accurate physical information from
radiometric observations.

The Team Workshop dealt with radiometric calibration only. However, the overall cali-
bration of telescope-spectrometer combinations requires that a number of additional quan-
tities be determined: the pointing accuracy and stability, plate-scale, on- and off-axis point-
spread functions, the spacecraft reference frame, flat-field maps, straylight and the occur-
rence of ghost images, counting non-linearities, dark counts and lengths of observation
intervals. We enumerate these measurement parameters here for the sake of completeness,
and note that some of them must be known for a proper spectroradiometric calibration,
too.

12The accuracy of 3 % claimed for the responsivity of HST in the ultraviolet, which is better than our knowl-
edge of the solar ultraviolet radiometric spectrum, may, in fact, be correct, and an intercomparison with solar
radiometric scales may seem superfluous. Yet, the reader is reminded that exquisite accuracy for the mirror shape
of HST was claimed before the presence of spherical aberration was discovered. Unexpected discrepancies are
always possible before an experimental check has been made.
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The SOHO concern for all aspects of calibration has not been common for satellite
missions. In the past, many astronomical findings have been made in spite of what may
be considered a cavalier attitude toward spectroradiometric instrument calibration. Given
time pressures in a competitive environment, some might argue that timely launch of many
astronomical missions was achieved as a result of such neglect and that suppression of in-
orbit calibration runs gained more, albeit uncalibrated, observing time. However, we note
that it is the data quality and not the data quantity that enables scientific discovery: long
observations that result in a statistical accuracy significantly greater than the radiometric
accuracy are often unnecessary.

A growing tendency towards more accuracy in solar astronomy will make reliable ca-
libration of observing instruments more and more of a necessity. And as many calibrated
quantities are susceptible to change during orbital operations, or as consequence of partic-
ular events such as spacecraft eclipses or large solar flares, frequent in-orbit monitoring of
the various parameters is necessary as well.
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Fröhlich, C., Long-term behaviour of space radiometers,Metrologia, in press, 2002.
Gardner, L.D., Kohl, J.L., Daigneau, P.S., Dennis, E.F., Fineschi, S., Michels, J., Nys-

trom, G.U., Panasyuk, A., Raymond, J.C., Reisenfeld, D.J., Smith, P.L., Strachan,
L., Suleiman, R., Noci, G.C., Romoli, M., Ciaravella, A., Modigliani, A., Huber,
M.C.E., Antonucci, E., Benna, C., Giordano, S., Tondello, G., Nicolosi, P., Naletto,
G., Pernechele, C., Spadaro, D., Siegmund, O.H.W., Allegra, A., Carosso, P.A., and
Jhabvala, M.D., Stray light, radiometric, and spectral characterization of UVCS/SOHO:
laboratory calibration and flight performance,Proc. SPIE2831, 2–24, 1996.

Gardner, L.D., Atkins, N., Fineschi, S., Smith, P.L., Kohl, J.L., Maccari, L., and Romoli,
M., Efficiency variations of UVCS/SOHO based on laboratory measurements of replica
gratings,Proc. SPIE4139, 362–369, 2000.

Gardner, L.D., Smith, P.L., Kohl, J.L., Atkins, N., Ciaravella, A., Miralles, M.-P.,
Panasyuk, A., Raymond, J.C., Strachan, Jr., L., and Suleiman, R., UV radiometric cali-
bration of UVCS/SOHO, this volume, 2002.

Grum, F., and Becherer, R.J., Optical Radiation Measurements, Vol. I: Radiometry,
Plenum: New York, 1979.

Gullikson, E.M., Korde, R., Canfield, L.R., and Vest, R.E., Stable silicon photodiodes
for absolute intensity measurements in the VUV and soft X-ray regions,J. Electron
Spectrosc. and Related Phenomena80, 313–316, 1996.

Harrison, R.A., Sawyer, E.C., Carter, M.K., Cruise, A.M., Cutler, R.M., Fludra, A., Hayes,
R.W., Kent, B.J., Lang, J., Parker, D.J., Payne, J., Pike, C.D., Peskett, S.C., Richards,
A.G., Culhane, J.L., Norman, K., Breeveld, A.A., Breeveld, E.B.R., Janabi, K.F., Mc-
Calden, A.J., Parkinson, J.H., Self, C.D.G., Thomas, P.D., Poland, A.I., Thomas, R.J.,
Thompson, D.W.T., Kjeldseth-Moe, O., Brekke, P., Karud, J., Maltby, E.P., Aschen-



Bibliography 33
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C., Gardner, L.D., Hochedez, J.F., Kohl, J.L., and Moses, D.J., Summary of Cleanliness
Discussion: Where was the SOHO Cleanliness Programme Really Effective?, this vol-
ume, 2002.



Bibliography 35

Schühle, U., Curdt, W., Hollandt, J., Feldman, U., Lemaire, P., and Wilhelm, K., Radio-
metric Calibration of the Vacuum-Ultraviolet Spectrograph SUMER on SOHO with the
B detector,Appl. Opt.39, 418–425, 2000.

Schwinger, J., On the classical radiation of accelerated electrons,Phys. Rev.75, 1912–
1925, 1949.

Solanki, S.K., Solar Variability, this volume, 2002.
Stock, M., Fischer, J., Friedrich, R., Jung, H.J., Thornagel, R., Ulm, G., and Wende, B.,

Present state of the comparison between radiometric scales based on three primary stan-
dards,Metrologia30, 439–449, 1993.

Thomas, R., 20:20 vision; SOHO Cleanliness, this volume, 2002.
Thornagel, R., Fischer, J., Friedrich, R., Stock, M., Ulm, G., and Wende, B., The electron

storage ring BESSY as a primary standard source – a radiometric comparison with
a cryogenic electrical substitution radiometer in the visible,Metrologia 32, 459–462,
1996.

Timothy, J.G., Chambers, R.M., D’Entremont, A.M., Lanham, N.W., and Reeves, E.M., A
sounding rocket spectroheliometer for photometric studies at extreme ultraviolet wave-
lengths,Space Sci. Instrum.1, 23–49, 1975.

Valcu, B., Smith, P.L., Kohl, J.L., and Gardner, L.D., In-flight Radiometric Calibration of
UVCS/SOHO: Comparison with IUE and Copernicus Spectra ofζ Tauri, in preparation,
2002.

VanHoosier, M.E., Bartoe, J.D., Brueckner, G.E., and Prinz, D.K., Absolute solar spec-
tral irradiance 120 nm-400 nm (Results from the Solar Ultraviolet Spectral Irradiance
Monitor-SUSIM-Experiment on board Spacelab 2),Astrophys. Lett. Commun.27, 163–
168, 1988.

West, J.B., Gas Detectors, in Vacuum Ultraviolet Spectroscopy II, eds. J.A.R. Samson and
D.L. Ederer, Academic Press: San Diego, 107–115, 1998.

Wienhold, F.G., Anders, J., Galuska, B., Klocke, U., Knothe, M., Neske, E., Riedel, W.J.,
Schmidtke, G., Singler, R., Ulmer, U., and Wolf, H., The Solar Package on ISS: SOL-
ACES, this volume, 2002.

Wilhelm, K., Curdt, W., Marsch, E., Schühle, U., Lemaire, P., Gabriel, A., Vial, J.-C.,
Grewing, M., Huber, M.C.E., Jordan, S.D., Poland, A.I., Thomas, R.J., Kühne, M., Tim-
othy, J.G., Hassler, D.M., and Siegmund, O.H.W., SUMER – Solar Ultraviolet Measure-
ments of Emitted Radiation ,Sol. Phys.162, 189–231, 1995.

Wilhelm, K., Lemaire, P., Feldman, U., Hollandt, J., Schühle, U., and Curdt, W., Radio-
metric calibration of SUMER: refinement of the laboratory results under operational
conditions on SOHO ,Appl. Opt.36, 6416–6422, 1997.

Wilhelm, K., Schühle, U., Curdt, W., Dammasch, I.E., Hollandt, J., Lemaire, P., and Huber,
M.C.E, Solar vacuum-ultraviolet radiometry with SUMER, this volume, 2002.

Willson, R.C., Solar irradiance variations, in The many faces of the Sun: a summary of
the results from NASA’s Solar Maximum Mission, eds. K.T. Strong, J.L.R. Saba, M.
Haisch and J.T. Schmelz, Springer: New York, 19, 1999.

Woodgate, B.E., Brandt, J.C., Kalet, M.W., Kenny, P.J., Tandberg-Hanssen, E.A., Bruner,
E.C., Beckers, J.M., Henze, W., Knox, E.D., and Hyder, C.L., The Ultraviolet Spec-
trometer and Polarimeter on the Solar Maximum Mission,Sol. Phys.65, 73–90, 1980.

Woods, T.N., Prinz, D.K., Rottman, G.J., London, J., Crane, P.C., Cebula, R.P., Hilsenrath,
E., Brueckner, G.E., Andrews, M.D., White, O.R., VanHoosier, M.E., Floyd, L.E., Her-
ring, L.C., Knapp, B.G., and Pankratz, C.K., Validation of the UARS solar ultraviolet



36 2. SPECTRORADIOMETRY FORSOLAR PHYSICS IN SPACE

irradiances: Comparison with the ATLAS 1 and 2 measurements,J. Geophys. Res.101,
9541–9570, 1996.

Woods, T.N., Bailey, S.M., Eparvier, F.G., Lawrence, G.M., Lean, J., McClintock, W.E.,
Roble, R.G., Rottman, G.J., Solomon, S.C., Tobiska, W.K., Ucker, G.J., and White,
O.R., TIMED solar EUV experiment,Proc. SPIE3442, 180–191, 1998.



— 3 —

Spectroradiometry of Spatially-resolved Solar
Plasma Structures

KLAUS WILHELM

Max-Planck-Institut für Aeronomie, Katlenburg-Lindau, Germany

Denn eben wo Begriffe fehlen,
da stellt ein Wort zur rechten Zeit sich ein.

J.W. v. Goethe, Faust I, Mephistopheles

The investigation of spatially-resolved solar plasma features in terms of radiometric
measurements requires concepts different from those useful for full-Sun observations.
After a definition of the relevant physical quantities, formulae are derived for studies of
optically-thick and optically-thin plasmas observed with both spectral and spatial resolu-
tion. Simple examples of their applications to the determination of electron densities and
electron temperatures as well as to studies of emission measures and elemental abundances
are discussed.

3.1 Introduction

The Sun, a very close main-sequence star of spectral class G2 V, allows us to study its
atmosphere in great detail, and, in particular, perform spatially-resolved observations. In
these studies, not only the morphology is of importance, but also the dynamical processes
in the solar plasma. Spectral information is required to disentangle this complex system.
Moreover, after the atomic processes leading to the emission of radiation have been un-
derstood, the observed radiation has to be interpreted in terms of the generation processes.
This calls for a quantitative investigation of the solar radiation emitted by small structures.

Since the middle of the last century, space technology has made it possible to observe
the Sun in the vacuum-ultraviolet (VUV) radiation, and thus to exploit the rich informa-
tion contained in the spectral emission lines and continua in this wavelength regime. The
radiation is formed at temperatures corresponding to those prevailing in the solar chro-
mosphere, transition region and corona. Early instruments had very limited or no spatial
resolution at all, and, consequently, obtained Sun-as-a-star observations. Assuming spe-
cific distributions of the radiating plasmas, even then sub-resolution inferences could be
drawn [cf.,Pottasch, 1963]. However, some of the evaluation procedures established at
that time have never been thoroughly adjusted so as to take into account the high spatial
and spectral resolution measurements available now.

The purpose of this article is to discuss the radiometric aspects of such an adjust-
ment in line with the standard usage of SI (The International System of Units [BIPM,
1998]), which explicitly lists the following quantities with special names which are rele-
vant in this context: “power” (“radiant flux”) in units of watt (W), “irradiance” in watt per
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square metre (W m−2), “radiant intensity” in watt per steradian (W sr−1), and “radiance”
in watt per square metre steradian (W m−2sr−1). They will be supplemented by the cor-
responding spectrally-resolved quantities, which are usually given per nanometre (nm−1),
although many solar physicists still use per ångström (Å−1) as the wavelength interval
(1 Å = 0.1 nm).

3.2 Elementary Radiation Theory

For most solar applications, the electromagnetic VUV radiation can be thought of as
emitted during transitions of electrons between different energy levels of atoms or ions.
This is the case that will be considered here. Let

∆εi j = hc0

λ j i
(3.1)

be the energy difference between two levels and thus the resulting photon energy, whereh
is the Planck constant andc0 is the speed of light in vacuum, then radiation with a wave-
length ofλ j i will be emitted during the transition from the upper levelj to the lower leveli .
For various reasons (atomic physics, thermal and non-thermal speeds of the emitters), the
wavelength,λ, will exhibit a certain spread around its nominal value,λ j i , generating a
spectral profile of the emission line, which will be assumed here to be resolved by a spec-
trometer.

3.2.1 Radiation from Optically-thick Plasmas

The assumption of an optically-thick plasma is made in this section in order to establish
a radiating surface. We will not discuss the radiation transfer processes inside a plasma
volume. On its surface, with total areaST , we assume in Figure 3.1 a surface element with
the area dSand a normaln. We then specify a solid angledω by

| dω | = dω = dϑ sinϑdψ (3.2)

in a direction of the co-elevation angleϑ and the azimuthal angleψ . The spectral radiance,
Lλ, is then defined by

dQ = Lλ(ϑ, ψ) cosϑ dSdω dt dλ (3.3)

where dQ is the differential radiant energy emitted from dScosϑ , the projected area nor-
mal todω, at the positionP0 on the radiant surface into the solid angledω during the time
interval (t, t + dt) and in the wavelength interval (λ, λ+ dλ).

As indicated in Equation (3.3),L λ is a function ofλ, ϑ , andψ (and, in general, of
P0 andt). Since the wavelength,λ, is specified, the energy, dQ, can be expressed by the
number of photons, dNλ, according to Equation (3.1) as

dQ = hc0

λ
dNλ (3.4)

If Lλ and all other energy-related quantities were then reckoned in photon units, one
could drop the photon energy,∆ε i j , from the equations. Although these photon units are
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Figure 3.1: Geometrical relation of the solid angle,dω, to the surface element with an area
of dS and its normal,n. The co-elevation is given by the angleϑ and the azimuth byψ .
The surface element is part of the total surface with areaST of a plasma volume.

quite popular in the solar physics literature, we will not apply them here, because we want
to follow SI definitions as much as possible. In any case, it is very important to establish
for a radiometric study whether it is performed in photon or energy units.

By integrating the spectral radiance over allψ andϑ from 0 toπ/2, we obtain the
outward spectral radiant flux density

M+
λ =

2π
∫

ψ=0

π/2
∫

ϑ=0

Lλ(ϑ, ψ) cosϑ sinϑ dϑ dψ (3.5)

as a function ofP0, t , andλ.
The radiant flux density is sometimes called “emittance”. It corresponds to the irradi-

ance at the source1, i.e., a power divided by an area.
Integration of the spectral radiance over the projected surface area of the source,S ′,

visible from the direction (ϑ,ψ) gives the spectral radiant intensity

Iλ(ϑ, ψ) =
∫

S′

Lλ(ϑ, ψ) cosϑ dS = 〈 Lλ(ϑ, ψ) 〉 S′ (3.6)

which depends onϑ , ψ , t , andλ. The spectral intensity can be obtained by multiplying
the spatially-averaged spectral radiance by the projected area,S′. Note, in particular, that
the intensity is related to the total projected area of a source, and thus is helpful in char-
acterizing a radiation field, but is not very useful in studying the structure of an extended
source. For point sources (S′ = 0), on the other hand, theintensityis the best choice as the
quantityradiancecannot be defined for such an unphysical case.

1In the official French text of SI: “flux density” is named “flux surfacique” and “irradiance” corresponds to
“éclairement énergétique” [BIPM, 1998].
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Figure 3.2: Observing geometry (schematic and not to scale) showing the principles of a
radiance measurement for an optically-thick plasma (solid lines), and a generalization to
the optically-thin case (dotted lines). Also sketched is an irradiance measurement (dashed
lines). The solid angles are only marked by some of the extreme rays to keep the drawing
simple. The spectral intensity,Iλ, is indicated in the solid angle dω (dashed-dotted lines).

Both integration of the spectral intensity over the full sphere and integration of the
spectral flux density over the total surface area yield the spectral radiant power

Φλ =
∫

4π

Iλ(ϑ, ψ)dω =
∫

ST

M+
λ dS (3.7)

Not much more can be learnt from this discussion unless specific assumptions are
made that are appropriate for solar observations. As will become clear later on, very little
loss of generality, as far as spatially-resolved observations are concerned, will result from
assuming the following: a rectangular coordinate system (x, y, z) with the z coordinate
parallel to the viewing direction, the line of sight (LOS), of an instrument observing from
a distance,r , which is much larger than all other dimensions. The radiating plasma is
contained in the volumex0y0z0. We now define the area,∆S, of a surface element in
accordance with the spatial resolution desired. Specifically we write

∆S = ∆x∆y (3.8)

with increments∆x and∆y corresponding to the linear resolution elements of the instru-
ment.∆Swill then be perpendicular to the LOS. Since, in this case, only observations near
ϑ = 0 are relevant, the dependence of the radiance on the azimuth,ψ , vanishes and

L∗
λ = Lλ(0, ψ) (3.9)

can be considered representing the spectral radiance within a small solid angle,∆ω. This
geometry is sketched with solid lines in Figure 3.2, where, in addition, an aperture of the
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observing instrument – a telescope followed by a spectrometer – with an area,A, is shown.
We then choose the size of a solid angle,∆ω, so as to fill the aperture at a distancer from
the source. Hence

∆ω = A

r 2
(3.10)

and define another small solid angle centred at the position of the aperture by

∆Ω = ∆S

r 2 = ∆x∆y

r 2 (3.11)

This equation relates the angular resolution of the instrument to its spatial resolution at a
distancer (for a technical realization see Section 3.2.2 below).

The consequences of assumingL̂λ = Lλ(ϑ) instead of Equation (3.9), i.e.,̂Lλ is only
dependent onϑ , but not onψ , are treated byWilhelm et al.[1998a] andFontenla et al.
[1999] in the context of VUV irradiance measurements.

From Equation (3.3), applied to∆ω and∆S, and with Equations (3.8 to 3.11), it fol-
lows that the radiant energy collected by the spectrometer during the sampling time∆t
and in a spectral resolution element,∆λ, on its effective detector section is

∆Q = L∗
λ∆S∆ω∆t ∆λ = L∗

λ A∆Ω ∆t ∆λ (3.12)

where the spectral radiance is approximated by its average value in the resolution elements
selected. Equation (3.12) elucidates the transition from a solid angle centred at the Sun to
an instrumental geometry.

There will be a certain responsivity,η, of the detector to radiation atλ, which relates the
energy,∆Q, entering the sensitive area of the instrument to the number of output counts,
∆Nc. We define the responsivity by

η(λ) = ∆Nc

∆Q
(3.13)

In realistic cases, the responsivity is a strong function of the wavelength of the radiation.
In order to obtain radiometric measurements, the responsivity has to be determined by a
calibration procedure, in which the radiant energy,∆Q, must be traceable to a primary
radiometric standard [cf., e.g.,Hollandt et al., 1996, 2002]. All the other quantities in
Equations (3.12 and 3.13) require length and time measurements, which can be performed
with calibrated laboratory instrumentation.

This provides the basis for a measurement of the average spectral radiance of the sur-
face area∆S:

L∗
λ = ∆Nc

η A∆Ω ∆t ∆λ
(3.14)

Note that the result obtained forL ∗
λ depends not only on the plasma conditions, but also

on the choice of∆Ω (∆S), ∆t , and∆λ. Conversely, we can predict the output counts of
the detector for certain observational conditions

∆Nc = η L∗
λ A∆Ω∆t ∆λ = η L∗

λ A
∆S

r 2
∆t ∆λ (3.15)
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With given instrumental parametersη, A, ∆Ω, ∆t , and∆λ, the number of counts is lin-
early related to the radiance. In particular, it is not dependent on the distance of the observ-
ing instrument from the source of the radiation. If, on the other hand, the area of the spatial
resolution element,∆S, is held constant at different distances by varying∆Ω according
to Equation (3.11), then the number of counts is proportional to the inverse square of the
distance,r , to the source for constantL ∗

λ.

3.2.2 Conceptual Optical Design

The determination of the spectral radiance according to Equation (3.14) is rather straight-
forward with the exception of the experimental realization of∆Ω. In Figure 3.3 an optical
design of a model instrument is drawn to demonstrate its essential features. The surface
element with area∆S is imaged through an optical system with focal lengthf on a detec-
tor pixel, P. The aperture stop of the design has an area ofA. The field stop is represented
by the pixel,P, of size∆x ′∆y′. We then have from the central rays (not all are shown in
the figure)

∆Ω = ∆Ω ′ = ∆x′∆y′

f 2 (3.16)

defining∆Ω by the pixel size and the focal length. We also find

∆x

r
= ∆x′

f
(3.17)

and

∆y

r
= ∆y′

f
(3.18)

With fixed f ,∆x′, and∆y′, the linear spatial resolution elements,∆x and∆y, are propor-
tional to the distance,r , while, of course,∆Ω is not dependent onr and, with reference to
Equation (3.15), the output count number,∆Nc, is constant for differentr .

3.2.3 Radiation from Optically-thin Plasmas

Most of the solar upper atmosphere can be assumed to be optically thin for VUV
radiation, and, consequently, these conditions have attracted quite some attention in the
literature. For a discussion of principles, reference is made again to Figure 3.2, especially
to the portion drawn in dotted lines and the volume element∆x∆y dz, from which radi-
ation is isotropically emitted (seen from a great distance). Its contribution to the spectral
radiant power can be expressed as

dΦλ = ϕλ∆x∆y dz (3.19)

whereϕλ is defined as the spectral radiant power density2, i.e., as power divided by vol-
ume. As will be outlined in the next section,ϕλ may be directly linked to the generation

2Compare with footnote in Section 3.2.1 and note that “power density” is “puissance volumique” [BIPM,
1998].
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Figure 3.3: An imaging element (a lens in this model design, but a concave mirror for
VUV applications) with focal lengthf and an aperture stop with areaA projects the radi-
ant surface element,∆x∆y, at a distancer � f on the photon-sensitive area,∆x ′∆y′,
defined by the field stop,P, which usually is a detector pixel. The spectrometer portion
has been omitted.

process of the radiation through the “emission measure”, and thus its observational deter-
mination is one of our prime objectives.

First we calculate the contribution of the volume∆x∆y z0 to the spectral irradiance,
Eλ, which is incident on the surface of a sphere with radiusr � x0, y0, z0 centred around
the total emitting volume,x0y0z0. We obtain with Equation (3.11)

∆Eλ = 〈ϕλ〉 z0∆x∆y

4πr 2 = 〈ϕλ〉 z0∆Ω

4π
(3.20)

where

〈ϕλ〉 = 1

z0

∫

z0

ϕλ dz (3.21)

is the average spectral power density alongz0.
By considering the radiance of the surface element∆S, we find, with the help of the

definition in Equation (3.9) and Equations (3.8, 3.10, and 3.11), the irradiance at the aper-
ture stop of the instrument as

∆E∗
λ = L∗

λ∆x∆y
∆ω

A
= L∗

λ∆Ω (3.22)

We have used here that∆ω and∆Ω are constant to a very good approximation for po-
sitions of∆x∆y alongz0 � r . We then note that∆Eλ is uniform on the surface of the
sphere under the conditions assumed. Thus

∆Eλ = ∆E∗
λ (3.23)

and hence, by comparing Equations (3.20 and 3.22),

L∗
λ = 〈ϕλ〉 z0

4π
(3.24)
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It should also be noted that, from summing Equation (3.22) overx 0 y0 and with Equa-
tion (3.23), it follows

Eλ = 〈L∗
λ〉Ω (3.25)

with Ω = x0 y0/r 2 (Figure 5.2, dashed lines) and the average spectral radiance〈L ∗
λ〉 of

the surface areax0y0.
The irradiance,Eλ, can be obtained through observations either by opening up the an-

gular acceptance cone of the instrument so as to encompass the complete radiant volume,
or by coveringΩ by a raster with∆Ω, if temporal variations are slow with respect to
the scan duration. The solar irradiance is often given forr = 1 AU if used for terrestrial
applications.3

By combining Equations (3.14 and 3.24) the final result of this section is

〈ϕλ〉 = 4π ∆Nc

η z0 A∆Ω ∆λ∆t
(3.26)

which is directly applicable ifz0, the length of the LOS in the radiating plasma volume, is
small compared to the structures under study. In this case we can use the approximation

ϕλ ≈ 〈ϕλ〉 (3.27)

Otherwise, Equation (3.21) describes the well-known LOS problem, and〈ϕ λ〉 alongz0 is
all that can be determined without additional observations or assumptions. It is, however,
evident that the exact orientation of the plasma boundary near the surface is not of critical
importance, because of the integration along the LOS. This justifies the assumptions of
a surface element∆x∆y perpendicular to the LOS and ofL ∗

λ, at least for optically-thin
conditions. It might be appropriate to mention in this context that stereoscopic measure-
ments, i.e., observations from two or more different directions, would be extremely useful
in resolving such a LOS problem.

3.3 Emission Measures

The purpose of observing the Sun in the VUV is not to study radiation theory, but
to extract information on the physical conditions in and the composition of the solar at-
mosphere. This requires an interpretation of the observed radiation in terms of processes
responsible for the VUV emission. Even a summary presentation of the available literature
would be far beyond the scope of this discussion. The reader is referred to the research and
review articles on this topic [e.g.,Mariska, 1980;Raymond and Doyle, 1981;Mariska,
1992;Mason and Monsignori Fossi, 1994;Dwivedi, 1994;Dere et al., 1997;Mason et al.,
1997;Landi et al., 1997]. Without further specific reference to earlier work, concepts and
results obtained in the past will be re-formulated here in accordance with Section 3.2. This
will first of all affect, on a formal level, the nomenclature:L λ the spectral radiance,Iλ
the spectral intensity,Φλ the spectral radiant power,M +

λ the outward spectral radiant flux
density,ϕλ the spectral radiant power density, andEλ the spectral irradiance. However, it
should be noted that, in most cases, theradiancewas calledintensityin the past, and it

3In BIPM [1998], the official unit symbol for the astronomical unit is (ua).
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is not always clear whether a change is merely a formal one or not. Even the quantities
irradianceandradiancehave not always been unambiguously defined, which can lead to
significant confusion: the irradiance is decreasing with the inverse square of the observing
distance (cf., Equation (3.25)), whereas the radiance does not depend on this distance (cf.,
Equation (3.14)).

The quantities〈ϕλ〉 andϕλ in Equations (3.20, 3.24, 3.26, and 3.27) contain infor-
mation on the plasma conditions. All other quantities are related to the instrumental con-
figuration and/or the observing geometry. In order to formulate ideas, and in line with
many earlier treatments, we will assume here an optically-thin solar plasma with a certain
elemental abundance and ionization stages according to equilibrium conditions character-
ized by an electron temperature,Te. Furthermore, only discrete states of atoms and ions
excited by electron collisions from the ground state are considered, restricting the fol-
lowing discussion to certain classes of emission lines, but a generalization to other cases
would, of course, be possible in the framework of the concepts outlined in Section 3.2.
Once excited, the atoms and ions spontaneously emit photons as the main depopulation
process. The probability for a transition from statej to statei is given by the Einstein
coefficient,A j i . This produces a radiant power density4 in the spectral line atλ j i of

ϕ(λ j i ) = ∆εi j A j i n j (3.28)

wheren j is the number density of the radiating atoms or ions in statej . The quantity
ϕ(λ j i ) follows from ϕλ in Equation (3.19), if a wavelength range,δλ, can be selected in
such a way that only the complete profile of the spectral line atλ j i is included and if the
background,bλ, is taken out. Hence we get

ϕ(λ j i ) =
λ ji +δλ/2

∫

λ j i −δλ/2

(ϕλ − bλ) dλ (3.29)

Equations (3.26 and 3.27) provide the means of measuringϕ λ under favourable condi-
tions or provide at least an estimate. The background has to be determined from the shape
of the spectrum near the spectral line. This requires adequate spectral resolution in the
measurements.

To maintain the spectral radiant power density in Equation (3.28), an excitation rate
from the ground state is necessary according to

A j i n j = ng ne Ce
gj (3.30)

with ng the number density of the particles in the ground state,ne the electron density, and
Ce

gj the collisional excitation rate coefficient. For a Maxwellian electron velocity distribu-
tion with temperature,Te, this coefficient is

Ce
gj = γ

1√
Te

exp

(−∆εgj

kTe

)

(3.31)

4Often called “emissivity” in the solar physics literature, whereas in Symbols, Units and Nomenclature in
Physics (see Doc. U.I.P. 20, 1978) “emissivity” is defined as ratio of the emission of a surface to the corresponding
black-body radiation.
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where∆εgj is the energy difference between the statesg and j , andk is the Boltzmann
constant. The number density,ng, can be expressed by the ionic fraction,ng/nX [Arnaud
and Rothenflug, 1985;Arnaud and Raymond, 1992;Mazzotta et al., 1998]; the elemental
abundance of X with respect to hydrogen,nX/nH; the number density of hydrogen relative
to the electron density,nH/ne; and the electron density,ne, as

ng = ng

nX

nX

nH

nH

ne
ne (3.32)

In this conceptual presentation, we will thus assume that most of the atoms or ions are
in the ground state, and, in particular,n i is small – a condition which may be violated for
metastable levels. The unspecified factorγ in Equation (3.31) is of no importance here and
will not be discussed any further, but will be assumed to be constant as long as a specific
spectral line is being considered. From Equations (3.28 and 3.30 to 3.32), we find

γ ∆εi j
nX

nH

nH

ne
n2

e
ng

nX

1√
Te

exp

(−∆εgj

kTe

)

= ϕ(λ j i ) (3.33)

With the definition of a contribution function

G(Te) = ng

nX

1√
Te

exp

(−∆εgj

kTe

)

(3.34)

the Equation (3.33) becomes

γ ∆εi j
nX

nH

nH

ne
n2

e G(Te) = ϕ(λ j i ) (3.35)

The quantity on the right-hand side can be measured for structures with small exten-
sions along the LOS, as we have seen in Section 3.2.3 and in Equation (3.29). In this case,
some of the concepts of separating the influences of the abundance, the electron density
and the temperature will be mentioned below, but they are not the main topic of this com-
munication. For long LOS paths,z0, we can only measure〈ϕλ〉 and thus obtain〈ϕ(λ j i )〉.
Therefore the integral overz0

γ
nH

ne

nX

nH

∆εi j

z0

∫

z0

n2
e G(Te) dz = 〈ϕ(λ j i )〉 (3.36)

has to be considered, where the elemental abundance, which is of great importance in
solar physics studies, is removed from the integral in view of the fact that, in general,
the gradients of the abundance variations in the solar atmosphere are much smaller than
those of the electron density and temperature. The temperature-dependent functionG(Te),
which is strongly peaked for most ions at the so-called “formation temperature”, can also
be removed from the integral, if, for instance, it can be assumed thatTe has also no gradient
alongz0 (which, of course, is not generally true, but seeFeldman et al.[1999] andMason
et al. [2002] for such cases). The resulting integral alongz0

∫

z0

n2
e dz = 〈n2

e〉 z0 = 〈ϕ(λ j i )〉 z0

γ ∆εi j G(Te)

nH

nX

ne

nH
= 4π L∗(λ j i )

γ ∆εi j G(Te)

nH

nX

ne

nH
(3.37)



3.4. Line-ratio Measurements 47

is called “emission measure”.
The radiance of the spectral line,L ∗(λ j i ), is determined from the spectral radiance,L ∗

λ,
obtained in Equation (3.14) in analogy to Equation (3.29) by integrating the background-
corrected spectral radiance over the line width

L∗(λ j i ) =
λ j i +δλ/2

∫

λ j i −δλ/2

(L∗
λ − Bλ) dλ (3.38)

Provided the spectral line can be isolated from other lines, the line radiance,L ∗(λ j i ), does
not depend on the spectral resolution of the measurement in contrast toL ∗

λ, but will still
be influenced by the spatial and temporal resolution (see Section 3.2.1).

Other definitions of the emission measure, in particular the volume emission measure,
are not really relevant in the context of spatially-resolved observations, but are useful in
interpreting full-disk irradiance measurements [Pottasch, 1963;Athay, 1966]. The differ-
ential emission measure should only be mentioned here, but will not be discussed any
further. For more information on this topic see, for example,Mariska[1992].

3.4 Line-ratio Measurements

3.4.1 Density-sensitive Line Ratios

For detailed treatments of the theory of density-sensitive emission see the appropriate
articles cited below. Here we note that collisionally-excited states may also be depopulated
by non-radiative processes, in particular, if they are metastable and if the electron density,
ne, is high. The radiant power density in Equation (3.28) is thus reduced for emission lines
from such states as a function ofne. The ratio

R12 = ϕ(λ1)

ϕ(λ2)
(3.39)

of an allowed emission line atλ1 and a line atλ2 emitted from a metastable level, for
instance, is consequently changing withne, and can be calculated from atomic physics
principles. If the ratio can be measured in a plasma of the solar atmosphere, the electron
density can then be estimated. From Equations (3.24 or 3.37), we may conclude that this
can be accomplished by measuring the ratio of the line radiances

R12 = L∗(λ1)

L∗(λ2)
(3.40)

This method is especially useful if both spectral lines are emitted by atomic particles of the
same species and ionization stage, because abundance and ionization variations will then
have no effect. It has been used extensively in the literature [cf.,Gabriel and Jordan, 1969;
Feldman et al., 1978;Laming et al., 1997;Doschek et al., 1997;Wilhelm et al., 1998b].

Under favourable conditions the electron density so determined can be compared with
the mean electron density obtained from the emission measure analysis in Equation (3.37).
Any discrepancy points to the fact that the so-called “filling factor” is not unity [Feldman
et al., 1979;Dere et al., 1987], because the line-ratio method provides an estimate of the
electron density at the source of the radiation, whereas the emission measure depends on
the distribution of the electrons within the unresolved emitting volume.
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3.4.2 Temperature-sensitive Line Ratios

If two excited states,j1 and j2, from which emission lines originate, have very differ-
ent energy levels, their relative collisional excitation becomes a function of the electron
temperature,Te. As in Section 3.4.1, a ratioR12 can be obtained from atomic physics
calculations. The measured ratio of the line radiances in Equation (3.40) then provides a
handle on the determination of the electron temperature. For examples seeHeroux et al.
[1972],Doschek and Feldman[1987], andDavid et al.[1998].

3.5 Abundance Measurements

If, in Equation (3.35), we consider two emission lines atλ1 andλ2 from different
species, but with very similar contribution functions, emitted from the same location in the
solar atmosphere, and thus at the same electron density, then the ratio of the radiant power
densities,ϕ(λ1) andϕ(λ2), or, from Equation (3.37), the ratio of the corresponding line
radiances (adjusted for any variations of∆ε i j andγ ), can be used to obtain the elemental
abundance ratio. The spectral lines of MgVI and NeVI may serve as examples, as well as
those of MgVII and NeVII , which have been treated byYoung and Mason[1997],Laming
et al.[1999], andDwivedi et al.[1999] as typical species with low and high first-ionization
potentials.

3.6 Concluding Remarks

The spectral radiance and the radiance of emission lines in the VUV wavelength range
are described as the basic physical quantities for characterizing spatially-resolved radiant
sources, such as the Sun or features in the solar atmosphere. The relationship to other
radiometric quantities, in particular to radiant power (flux), emittance, power density, ir-
radiance, and intensity is discussed in detail, as well as the observational determination
of these quantities in optically-thick or optically-thin plasma regimes. Some methods of
interpreting the observations in terms of the plasma conditions in the source regions are
mentioned with reference to a selection of the relevant literature.
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On the basis of a high-current hollow-cathode discharge we have developed two trans-
fer source standards suitable for the radiometric calibration of vacuum-ultraviolet (VUV)
telescopes. The source standards are transportable and (in their current design) produce
collimated beams of 5 mm (grazing-incidence region) and 2.5 mm, 5 mm, 10 mm and
15 mm (normal-incidence region) diameter. By irradiating the entrance aperture of the
telescope with this beam, the overall spectral response of the instrument can be determined
and spectral-responsivity variations over the entrance aperture can be directly evaluated.
The transfer standards described in this paper have been calibrated in the radiometry labo-
ratory of the Physikalisch-Technische Bundesanstalt (PTB) by use of the calculable spec-
tral photon flux of the Berlin electron storage ring for synchrotron radiation BESSY I: a
primary radiometric VUV source standard. The output of the source standards has been
determined at 57 emission lines covering the wavelength range 15 nm to 150 nm. The
photon flux in these emission lines ranges from 104 s−1 to 109 s−1 and the overall relative
standard uncertainty of the photon flux in any given line is found to be not more than 8 %.

4.1 Introduction

The radiometric calibration of instruments is based on either source or detector stan-
dards. Since in the vacuum-ultraviolet (VUV) spectral domain reliable celestial standards
are still being established, the radiometric calibration of space-borne VUV instruments
must be based on laboratory standards.

In the past, calibrations in the vacuum-ultraviolet have been made almost exclusively
by use of detector standards rather than source standards. The detector standard was used

1This paper is an updated version of Hollandt, J., Kühne, M., Huber, M.C.E., and Wende, B.,Astron. Astro-
phys. Suppl.115, 561–572, 1996.
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to determine the photon flux entering the telescope when the complete instrument was illu-
minated with a monochromatic photon beam. The ratio of the instrument detector response
and the measured monochromatic flux entering the telescope then represented the spectral
responsivity of the complete instrument at this particular wavelength. This procedure was
repeated at different wavelengths in order to establish the wavelength-dependent spectral
responsivity of the instrument. For practical reasons, in many cases the overall calibration
was made in two (or more) steps: the transmission of the telescope and the responsivity of
the spectrometer-detector system had to be measured separately [Reeves et al., 1977].

A wide variety of VUV detector standards is available in the form of photoemission
diodes [Canfield and Swanson, 1987], sodium-salicilate-based detectors [Philips, 1984],
proportional counters [Henke and Tester, 1975;Kroth et al., 1990] or photoelectric ion-
ization chambers [Samson, 1964;Samson and Haddad, 1974]. The relative uncertainties
of these detector standards are of the order of 10 % (1σ ), and, particularly for photoemis-
sion diodes and sodium-salicilate-based detectors, long-term stability is a problem. The
possibilities offered by the significantly lower uncertainties that have been achieved using
electrical substitution radiometers operating at liquid-helium temperature as the primary
detector standard [Rabus et al., 1997;Shaw et al., 1999] will be briefly addressed in Sec-
tion 4.5 of this paper.

In contrast to the rather complex procedures that are required to accommodate the
use of detector standards, a radiometric instrument calibration based on source standards
is straightforward. If the radiation of the source is well-matched to the demands of the
calibration and a level of uncertainty of a few percent is sufficient, the instrument to be
calibrated is illuminated with the source of known spectral emission and the spectral re-
sponse of the detector is measured. This classical approach to radiometric calibration could
not, however, be used in the VUV until about two decades ago, since such sources were
not available.

During the last two decades, VUV source standards – in particular, dedicated electron
storage rings (in fact, the primary radiometric VUV standard) – have become available and
several instruments have been calibrated with the SURF-II storage ring at the U.S. National
Institute of Standards and Technology (NIST) [Furst et al., 1995]. Similar activities took
place at the positron storage ring SUPER-ACO at the Institut d’Astronomie Spatiale (IAS)
at Orsay [Besson et al., 1989].

The spectral distribution of radiation at most synchrotron sources (see Figure 4.1 for
BESSY I) is usually not well matched to the VUV emission of the Sun or other stars.
The increase of photon flux with decreasing wavelength of the typical synchrotron source
can cause extremely high contributions from high orders of the spectrometer grating, es-
pecially for grazing-incidence optics. In order to overcome some of the major difficulties
that occur when space instruments are calibrated by direct use of synchrotron radiation,
we have developed transfer source standards. Being based on a conventional emission-
line source (a hollow-cathode discharge source) with a collimated output beam, our trans-
fer standards avoid the problems associated with the uncollimated, spectrally-continuous,
synchrotron radiation, whose polarization, moreover, varies with the viewing angle. The
hollow-cathode discharge source we describe here emits well-separated emission lines and
thus avoids the often severe problem of high-order contributions that occur in grating in-
struments. It also provides a wavelength calibration as a matter of course. The transfer
standards in question are transportable and can, accordingly, be mounted on the test tank
in the laboratory, where the instrument to be calibrated has been developed. Thus there is
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Figure 4.1: Comparison of a black-body radiator at a temperature of 3200 K and the
synchrotron-radiation spectrum of the electron storage ring BESSY I at an electron en-
ergy of 340 MeV and 850 MeV.

no need for a special calibration tank nor is there a need to transport the instrument for ca-
libration. This also removes schedule incompatibilities as they are bound to occur with the
inflexible beam-scheduling that is mandatory for multi-purpose storage ring facilities. A
given transfer standard can, in principle, also be brought to different instruments so that an
intercalibration by use of the same standard can be achieved. A further interesting property
of our transfer source standards is that they produce detector count-rates in the telescope
systems under calibration which are comparable with those expected for the instruments
when in flight.

4.2 Transfer Source Standards

4.2.1 Hollow-cathode Source

The source standards for the measurement of the spectral responsivity of astronomi-
cal instruments are based on a high-current, hollow-cathode, glow-discharge source (Fig-
ure 4.2). This source emits intense, unpolarized, line-radiation from the buffer gas and the
cathode material (99.5 % aluminium) at wavelengths above 15 nm (Figure 4.3). Equipped
with a compact, two-stage, differential pumping system, the source allows windowless
observation of its VUV radiation under ultrahigh-vacuum conditions. The flux-limiting
aperture stop with a diameter of 0.6 mm is part of the differential pumping system.
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Figure 4.2: Longitudinal section of the hollow-cathode source with an integrated two-
stage, differential pumping system.

As a radiometric transfer standard the source is operated with a fixed current (e.g.,
1 A) with a current stability better than 1 mA. The voltage drop over the hollow-cathode
discharge (e.g., 500 V) is sensitive to buffer-gas pressure (typically 1 mbar). It can be sta-
bilized (to better than± 1 V) by regulating the buffer-gas flow with an automatic needle-
valve (Balzers RME 010) and a self-regulating voltage control unit. In this mode of oper-
ation, the radiant intensity of the VUV emission lines is reproducible within± 5 % over a
period of 40 operating hours.

In order to provide a large number of calibration lines within the spectral range from
15 nm to 150 nm, the hollow-cathode source is alternately operated with various rare gases
serving as the buffer gas. Changing the buffer gas does not affect the reproducibility of the
emission values, if measures are taken to fully drive out the preceding buffer gas from
the discharge tube. After 40 hours of operation the source has to be cleaned of sputtered
cathode material and the aluminium cathode cylinder has to be replaced. To reproduce
the old photon-flux after cleaning the source, the oxide layer from the fresh aluminium
cathode has to be removed, otherwise this layer severely limits the sputtering coefficient
of aluminium atoms from the cathode. This can be accomplished by discharge-cleaning
when the source is operated with argon for one to two hours with a current of at least
1 A. Over a period of three years the hollow-cathode discharge has been operated for
more than 1000 hours without any detectable systematic changes in its radiant intensity.
Detailed descriptions of its operation and radiometric characterization as a standard of
radiant intensity are given inDanzmann et al.[1988] andHollandt et al.[1994].



4.2. Transfer Source Standards 55

Figure 4.3: Spectrum of the hollow-cathode discharge, showing line emission from
multiply-ionized aluminium and neon ions. The spectrum was measured with three dif-
ferent configurations of the toric-grating monochromator beam line.

4.2.2 Source Standards

To serve as a transfer standard for the radiometric calibration of astronomical instru-
ments, the hollow-cathode source has to be combined with adequate optics to convert the
diverging radiation of the source into a collimated beam. To cover the spectral range from
15 nm to 150 nm with suitable, collimated, spectral photon flux, two telescope-calibration
standards, one working in grazing incidence the other in normal incidence, have been de-
veloped [Hollandt et al., 1993].

Grazing-incidence Source Standard:
In the grazing-incidence spectral range, a Wolter type-II telescope with an effective focal
length of 2.120 m is used to provide a collimated beam (Figure 4.4). The aperture stop of
the hollow-cathode source is placed at the focus of the Wolter telescope. The diameter of
the collimated beam is limited to 5 mm when it leaves the telescope. The complete transfer
standard is mounted on a platform that can be moved up and down (±150 mm) to allow a
precise vertical mapping of the primary telescope mirror of the instrument for calibration
with the collimated radiation.

Normal-incidence Source Standard:
To provide collimated VUV radiation above 50 nm, the flux-limiting aperture stop of the
hollow-cathode source is placed at the focus of a gold-coated, concave mirror with a focal
length of 1.090 m (Figure 4.5). The angle of incidence between the mirror normal and
the incoming radiation is 3◦. The diameter of the collimated radiation is limited to 10 mm
(standard diameter) on the mirror surface. (Since the limiting aperture is mounted on a
precisely moveable linear feedthrough, apertures resulting in diameters of the beam of
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Table 4.1: Radiant power of the grazing-incidence source standard in the HeI resonance
line at 58.43 nm over a period of thirteen months.

Emission line Radiant Power Radiant Power Radiant Power Radiant Power
April ’92 August ’92 November ’92 May ’93

58.43 nm HeI 605 pW 608 pW 591 pW 630 pW

2.5 mm, 5 mm, and 15 mm are also available.) The spherical collimating mirror can be
tilted about two perpendicular axes (±20 mrad). In the case that the instrument to be
calibrated also posseses the ability to tilt its primary mirror this allows a two-dimensional
mapping of the primary telescope mirror with the collimated radiation.

The hollow-cathode discharge of the grazing-incidence source standard is operated at
a fixed working point of 2 A and 400 V. Since the emission lines of highly-ionized ions
typically show a pronounced superlinear current dependence of their radiant intensity, the
2-A/400-V working point provides sufficient photon flux in the 15 nm to 50 nm spectral
range, where the spectrum of the source is dominated by doubly- and triply-ionized neon
and aluminium emission lines. For the normal-incidence source standard a working point
of 1 A and 500 V has been chosen. Under these conditions, the neutral and singly-ionized
buffer-gas emission lines that predominate in the spectrum of the source above 50 nm
appear with adequate flux.

As an example of the radiometric, long-term stability of the hollow-cathode source
the radiant power of the grazing-incidence source standard in the HeI resonance line at
58.43 nm is given in Table 4.1 for a period of thirteen months. During this period, the alu-
minium cathode was replaced 22 times and the source was transported three times between
the storage ring BESSY in Berlin and the Rutherford Appleton Laboratory near Oxford,
UK, to enable the ground-based calibration of CDS (Coronal Diagnostic Spectrometer).

The vacuum systems of both source standards are made of stainless steel and built
according to ultrahigh-vacuum standards. Hollow-cathode sources and mirror chambers
are pumped by turbomolecular pumps. Typical pressures in the mirror chambers are in the
lower 10−8 mbar range when the hollow-cathode source is not in operation. Pressures in
the mirror chambers go up into the 10−6 mbar range when the discharge is operated with
rare gases.

4.3 Calibration Procedure of the Transfer Source Stan-
dards

In order to perform the spectral-responsivity calibration of astronomical instrumenta-
tion, the photon flux in the emission lines of the collimated radiation of the transfer source
standards must be known. The spectral radiant flux for a given collection geometry of syn-
chrotron radiation from an electron storage ring is calculable according to Schwinger’s
formula [Schwinger, 1949] from three storage ring parameters: electron energy, magnetic
field in the bending magnet, and the current represented by the electrons in the ring. Thus,
well-characterized electron storage rings are primary radiometric source standards for ra-
diation which extends from the far-infrared to the X-ray region. PTB had set up a radio-
metric laboratory at the Berlin electron storage ring BESSY I, which was a storage ring



4.3. Calibration Procedure of the Transfer Source Standards 57

1.5 m

Figure 4.4: Schematic drawing of the grazing-incidence source standard. The diverging
radiation from the hollow-cathode source (A) is collimated by a Wolter type-II telescope
(B).

 1.5 m

Figure 4.5: Schematic drawing of the normal-incidence source standard. The diverging
radiation from the hollow-cathode source (A) is collimated by a concave, gold-coated
mirror (B).

dedicated, among other things, to VUV radiometry. In this laboratory, special beam-lines
have been developed for the radiometric characterization of VUV sources. (Note: BESSY I
closed down in November 1999 and the radiometry laboratory of PTB was transfered to
BESSY II. All the work described in this paper has been performed at BESSY I.) The ra-
diometric calibration is performed on these beam lines by comparing the unknown radia-
tion of transfer standards with the calculable synchrotron radiation of the primary standard
BESSY I. The photon flux in the emission line of a transfer standard8 T S is determined
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by comparing the detected photocurrenti T S(λ) of the transfer standard with the detected
photocurrenti SR(λ) of the calculable spectral photon flux of the synchrotron radiation
8S R
λ (λ) (for details seeFischer et al.[1986] andHollandt et al.[1992]):

8T S =
∫

8T S
λ (λ) dλ =

∫

[

i T S
0 (λ)/ i S R

0 (λ)

]

8S R
λ (λ)F0(λ) dλ (4.1)

8T S =
∫

8T S
λ (λ) dλ =

∫

[

i T S
90 (λ)/ i S R

90 (λ)
]

8S R
λ (λ)F90(λ) dλ (4.2)

The subscripts 0 and 90 indicate the orientation of the optical plane of the instrumen-
tation used for the flux comparison with respect to the electron orbit plane. The termF(λ)
describes the different degrees of polarization of the two sources and the polarizing prop-
erty of the instrumentation used for the flux comparison.

4.3.1 Grazing-incidence Monochromator Beam Line

In the 15 nm to 60 nm spectral range the calibration has been performed with a grazing-
incidence, toric-grating, monochromator (TGM) beam line [Fischer et al., 1986]. For the
radiometric comparison, an ellipsoidal focusing-mirror can image either the tangent point
of the storage ring or the aperture stop of the hollow-cathode source into the entrance slit
of the monochromator in such a way that, for both sources, the image of the source is not
limited in width or height by the size of the entrance slit (Figure 4.6). The monochromator
is moved along its optical axis to compensate for the different image distances of the two
sources. Measurements have been performed with a grating of 600 lines/mm (15 nm to
32 nm) and of 200 lines/mm (22 nm to 60 nm). To allow for corrections caused by the
different degrees of polarization of the transfer standard and the synchrotron radiation,
the monochromator can be rotated by 90◦ around its optical axis, which is defined by the
center of the entrance slit and the center of the grating. This allows measurements with the
optical plane of the instrument parallel and perpendicular to the plane of the electron orbit.
The polarizing property of the monochromator-detector systemM M D(λ) is determined
from measurements of the completely polarized synchrotron radiation in both orientations
of the monochromator,

M M D(λ) = 1 + PS R(λ) M E(λ)

PS R(λ)+ M E(λ)
·

i S R
0 (λ)− i S R

90 (λ)

i S R
0 (λ)+ i S R

90 (λ)
(4.3)

The polarizing property of the ellipsoidal focusing mirrorM E(λ) is calculated by use
of the Fresnel formulae. The degree of linear polarization is defined as

P(λ) = 8
‖
λ(λ)−8⊥

λ (λ)

8
‖
λ(λ)+8⊥

λ (λ)
(4.4)

8
‖
λ(λ) and8⊥

λ (λ) are the components of the spectral radiant power with the electric-
field vector oscillating parallel and perpendicular to the plane of the electron orbit. With
Equations (4.3) and (4.4) the wavelength-dependent functionsF0(λ) and F90(λ) in Equa-
tions (4.1) and (4.2) are given by

F0/90(λ) = 1 ± PS RM M D + M E
· (PS R+ M M D)

1± PT SM M D + M E
· (PT S + M M D)

(4.5)
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For the radiometric calibration, knowledge of the percentage of radiation diffracted
into the higher orders of the synchrotron radiation spectrum is essential. Therefore, the
high-order performance of the gratings has been measured [Kühne and M̈uller, 1989]. Ad-
ditionally, in specific wavelength ranges, absorption-edge filters (Al: 20 nm – 32 nm, Mg:
25 nm – 41 nm, Sn: 53 nm – 59 nm) have been used behind the exit slit to suppress the
influence of synchrotron radiation diffracted in higher order, and the storage ring has been
operated with a reduced electron-beam energy of 340 MeV (vs. the standard energy of
800 MeV), which reduced the photon flux on the short-wavelength side of the synchrotron
radiation spectrum significantly.

4.3.2 Normal-incidence Monochromator Beam Line

Complementary to the grazing-incidence beam line, a normal-incidence monochroma-
tor (NIM) beam line has been used for the calibration of selected emission lines above
40 nm (Figure 4.7). This beam line consisted of an aperture stop (defining the solid angle
of the accepted synchrotron radiation), a spherical imaging mirror, a 15◦ McPherson-type
monochromator and a photomultiplier detector. Again, the instrumentation is built for the
comparison of a transfer standard with the primary standard BESSY. For that purpose, the
entire instrumentation can be rotated around a vertical axis, which permits the spherical
mirror to form alternately an image of the tangent point of the storage ring or the aperture
stop of the hollow-cathode source in the entrance slit of the monochromator. As in the
case of the toric-grating monochromator, the size of the entrance slit does not limit the
radiant flux of either source. The different distances of the two sources under comparison
require that the normal-incidence monochromator can be moved along its optical axis. In
contrast to the TGM beam line, the complete normal-incidence instrumentation (including
the imaging mirror) can be rotated by 90◦ about its horizontal axis, which coincides with
the optical entrance axis. By measuring the synchrotron radiation with the optical plane of
the instrumentation both parallel and perpendicular to the plane of the electron orbit, the
polarizing property of the mirror-monochromator-detector systemM(λ) is determined by

M(λ) = 1

PS R(λ)
·

i S R
0 (λ)− i S R

90 (λ)

i S R
0 (λ)+ i S R

90 (λ)
(4.6)

With Equations (4.4) and (4.6) the functionsF0(λ) and F90(λ) in Equations (4.1)
and (4.2) are given by

F0/90(λ) = 1 ± PS R(λ) M(λ)

1 ± PT S(λ) M(λ)
(4.7)

To optimize the instrumentation for the calibration of the transfer source standards in a
specific wavelength range, particular combinations of imaging mirror, grating and detector
system have been used. Calibrations have been performed with two gratings, differing in
line spacing and blaze angle, with two differently-coated, spherical mirrors and with two
different photomultiplier detectors. For the source comparison the high-order performance
of the gratings has been determined and its influence on the synchrotron radiation spectrum
has been considered. Additionally, above 105 nm, LiF-filters have been used to suppress
high-order contributions in the dispersed synchrotron radiation spectrum. For details on
the NIM beam line seeHollandt et al.[1992] andHollandt et al.[1994].



60 4. SOURCESTANDARDS TRACEABLE TO THE PRIMARY STANDARD BESSY

Toric

Grating
Aperture

Stop

Ellipsoidal

Mirror

Axis of

Rotation

Toric Grating

Monochromator
CDS Calibration

Source

BESSY

Figure 4.6: Schematic drawing of the grazing-incidence monochromator beam line for the
radiometric calibration of transfer source standards in the 15 nm to 60 nm spectral range.

Due to the spectral range of the grazing-incidence source standard, it has been charac-
terized from 15 nm to 60 nm with the TGM beam line and from 40 nm to 80 nm with the
NIM beam line. From these measurements, twenty-five aluminium and rare-gas emission
lines have been chosen for calibration. All these emission lines have been successively cal-
ibrated with adequate combinations of the optical elements, filters and detectors. Whenever
possible the emission lines have been calibrated with at least two different configurations
of the instrumentation to check for systematic uncertainties caused by inhomogeneity of
the efficiency of the grating and high-order contributions in the dispersed synchrotron ra-
diation spectrum.

The normal-incidence source standard could be characterized completely between
50 nm and 150 nm by use of the NIM beam line. In this spectral range, 32 rare-gas emission
lines have been selected for calibration. Again, all emission lines have been calibrated with
at least two different configurations of imaging mirror, grating and detector to check for
systematic uncertainties. Additionally, a coarse cross-calibration with the VUV spectral
responsivity scale, which is traceable to NIST, has been performed. For this purpose a
NIST-calibrated Al2O3 photoemission diode has been brought into the collimated radiation
of the normal-incidence source standard when the source has been operated with helium.
The measured signal of the diode agreed well, within the combined uncertainty of the
comparison (15 % at 1σ level), with the calibrated photon flux of the source.

4.4 Results and Uncertainties

4.4.1 Photon Flux

The photon flux in the 25 selected emission lines of the grazing-incidence source stan-
dard is shown in Table 4.2. It ranges from 5× 104 s−1 for the Al IV emission-line doublet
(16.01 nm to 16.17 nm) to 2× 108 s−1 for the HeI resonance line at 58.43 nm. While
the emitted radiation of the hollow-cathode source itself is unpolarized, the collimated
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Figure 4.7: Schematic drawing of the normal-incidence monochromator beam line for the
radiometric calibration of the transfer source standards in the 40 nm to 150 nm spectral
range.

radiation of the grazing-incidence source standard is partly polarized owing to the two
grazing-incidence reflections in the Wolter telescope. Below 50 nm the polarization of the
collimated radiation is less than 20 %. In the spectral range from 50 nm to 80 nm the polar-
ization goes up to 50 %. Especially when calibrating an instrument with grazing-incidence
optics at longer wavelengths, the significant polarization of the grazing-incidence source
standard must be considered. Ideally, either the instrument or the source should be ro-
tated by 90◦ around the axis of the collimated beam to correct for the polarization of the
instrument.

The photon flux in the 32 selected emission lines of the normal-incidence source stan-
dard is shown in Table 4.3. It ranges from 4× 106 s−1 for the ArII emission line at
58.34 nm to 7× 108 s−1 for the HeI line at 58.43 nm. After only one reflection with an
angle of incidence between the mirror normal and the incoming radiation of 3◦ the degree
of polarization of the collimated radiation is less than 1 % for all emission lines.

4.4.2 Uncertainties

The overall uncertainty of the photon flux in the calibrated emission lines of Tables 4.2
and 4.3 originates from the uncertainty of the spectral photon flux of the primary standard
BESSY, the uncertainties inherent in the comparison procedure of the transfer source stan-
dards with the primary standard and the long-term stability of the radiation emission of the
transfer standards.

The spectral photon flux of the synchrotron radiation through the flux-limiting aper-
ture stop of a source calibration beam line8S R

λ (λ) is calculated according to Schwinger’s
formula. 8S R

λ (λ) is a function of six parameters8S R
λ (λ) =8S R

λ (λ,W, B, I , a, d, 90).
W is the energy of the stored electrons in the ring,B the magnetic induction in the bending
magnet at the point of observation, andI is the current represented by the stored electrons.

PTB measured the standard electron energy of 800 MeV at BESSY I by means of res-
onant spin depolarization of the electrons [Derbenev et al., 1980]. Since the characteristic
polarization time of the electrons is proportional toW−5, this method is not feasible for
energies below 700 MeV, when the polarization time becomes longer than the life-time of
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Table 4.2: Radiant power and photon flux of selected emission lines of the grazing-
incidence source standard – working point: 2 A, 400 V.

Wavelength / Spectrum/buffer gas Radiant Power / Photon Flux / Rel. standard
nm pW s−1 uncertainty (1σ )
16.01 / 16.17 Al IV / Ne 0.67 5.43× 104 8 %
16.95 – 17.56 Al III / Ne 1.41 1.22× 105 8 %
16.01 / 16.17 Al IV / Ar 0.60 4.86× 104 8 %
16.95 – 17.56 Al III / Ar 1.01 8.77× 104 8 %
20.43 – 20.89 NeIV 3.3 3.43× 105 8 %
21.26 NeIV 1.15 1.23× 105 8 %
21.54 – 21.88 NeIV 4.4 4.81× 105 8 %
22.26 – 22.36 NeIV 1.81 2.03× 105 8 %
26.71 – 26.77 NeIII 7.5 1.01× 106 8 %
28.25 – 28.39 NeIII 18.3 2.61× 106 7 %
30.11 NeIII 10.2 1.55× 106 7 %
30.38 HeII 320 4.89× 107 7 %
30.86 NeIII 4.0 6.21× 105 7 %
31.31 – 31.39 NeIII 12.4 1.96× 106 7 %
37.93 NeIII 57 1.09× 107 7 %
40.59 / 40.71 NeII 98 2.01× 107 7 %
44.50 – 44.78 NeIII 173 3.89× 107 7 %
46.07 – 46.24 NeII 676 1.57× 108 7 %
48.81 – 49.11 NeIII 71 1.75× 107 7 %
53.70 HeI 26.5 7.16× 106 7 %
58.43 HeI 609 1.79× 108 7 %
71.81 – 74.53 Ar II 69 2.54× 107 7 %
73.59 NeI 271 1.00× 108 7 %
74.37 NeI 157 5.88× 107 7 %
76.92 Ar III 5.8 2.25× 106 7 %

the electrons stored in the ring. The flux comparison with the TGM beam line has been
performed with the low electron-energy operation of BESSY of 340 MeV to reduce the
synchrotron radiation diffracted in higher order in the spectrum. In the low-energy mode
of BESSY the electron energy has been determined from an absolute measurement of
the synchrotron radiation spectrum measured with a calibrated, energy-dispersive, Si(Li)
detector [Tegeler and Ulm, 1988].

The magnetic induction was measured by a nuclear magnetic resonance probe in the
center of the dipole magnet. Since the tangent points of both source calibration beam lines
are not in the center of the dipole magnet, the uncertainty ofB is dominated by the field
inhomogeneity along the electron path, which has been measured relatively with a Hall
probe.

To measure the electron current over the full range from 0.8 pA (one stored electron in
the ring) up to 1 A, PTB is using three different methods [Ulm et al., 1989]. While small
currents up to 1000 stored electrons are accurately measured by single-electron counting
[Riehle et al., 1988], a current above 0.5 mA is measured, with an uncertainty of 5µA,
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Table 4.3: Radiant power and photon flux of selected emission lines of the normal-
incidence source standard – working point: 1 A, 500 V.

Wavelength / Spectrum Radiant Power / Photon Flux / Rel. standard
nm pW s−1 uncertainty (1σ )
53.70 HeI 55.3 1.49× 107 6 %
54.29 / 54.32 Ar II 50.9 1.39× 107 6 %
54.75 Ar II 67.9 1.87× 107 6 %
58.34 Ar II 14.3 4.20× 106 6 %
58.43 HeI 2394 7.04× 108 6 %
60.29 / 60.42 Ar II / Ar III 19.8 6.02× 106 6 %
61.24 Ar II 13.6 4.19× 106 6 %
67.09 – 67.29 Ar II 66.9 2.26× 107 6 %
71.81 Ar II 18.8 6.80× 106 7 %
72.20 Kr III 33.5 1.22× 107 7 %
72.34 / 72.55 Ar II 68.1 2.48× 107 7 %
73.09 Ar II 23.0 8.47× 106 7 %
73.59 NeI 955 3.54× 108 7 %
74.03 Ar II 55.7 2.08× 107 7 %
74.37 NeI 526 1.97× 108 7 %
74.49 / 74.53 Ar II 42.5 1.59× 107 7 %
76.92 Ar III 24.7 9.56× 106 7 %
88.41 / 88.63 Kr II 212 9.45× 107 7 %
89.10 Kr II 75.8 3.40× 107 7 %
91.74 Kr II 382 1.77× 108 7 %
91.98 Ar II 812 3.76× 108 7 %
93.21 Ar II 486 2.28× 108 7 %
96.50 Kr II 455 2.21× 108 7 %
104.82 Ar I 508 2.68× 108 7 %
106.67 Ar I 406 2.18× 108 7 %
110.04 Xe II 108 5.98× 107 7 %
115.85 Xe II 47.6 2.78× 107 7 %
116.49 Kr I 136 7.98× 107 6 %
118.31 Xe II 95.0 5.66× 107 6 %
123.58 Kr I 421 2.62× 108 6 %
124.48 Xe II 22.5 1.41× 107 6 %
146.96 Xe I 200 1.48× 108 6 %

by two identical dc-beam-current transformers. For the calibration of the transfer source
standards the storage ring has been operated with an electron current of typically 100µA
to adjust the accepted photon flux of the synchrotron radiation to the photon flux of the
transfer standards. In this intermediate current range (0.8 nA< I < 1.5 mA) the current is
measured by means of different photodiodes, which have to be calibrated against the cur-
rent transformer at typically 1 mA. The uncertainty of the current measurement is therefore
dominated by the calibration uncertainty and the linearity of the photodiodes.

The angle90 of the center of the flux-limiting aperture with respect to the electron
orbit plane was determined from the measured vertical angular distribution of the syn-
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chrotron radiation. Additionally, the size of the aperture stopa and its distanced from
the tangent point of observation had to be measured. A description of the measurement
procedure is given inThornagel et al.[1996].

In Table 4.4 the influence of the uncertainties of the storage ring parameters and the
geometrical quantities on the uncertainty of the spectral photon flux of BESSY I is shown
for typical wavelengths of the two source-calibration beam lines. For all measurements
with the two source standards, the relative standard uncertainty of the spectral photon
flux of the synchrotron radiation has been below 2.5 %. It should be mentioned that, for
precision experiments, a significantly smaller uncertainty of the spectral photon flux of the
synchrotron radiation was achieved at BESSY I [Arnold and Ulm, 1992;Thornagel et al.,
1996].

In the overall uncertainty of the photon flux of the transfer standards, the main contri-
butions of the comparison procedure stem from spatial variations of the grating efficiency
and the detector responsivity. Therefore, it has been of crucial importance for the flux com-
parison to illuminate, as far as possible, identical areas on the grating and on the detector
by both the transfer and primary standards. The uncertainties resulting from the inhomo-
geneities of the optical components and the detectors were determined from measurements
of the synchrotron radiation with aperture stops of different sizes, which resulted in slightly
different responsivities of the instrumentation used in the flux comparison.

Additionally, in general, the synchrotron radiation signali S R(λ) contains radiation
diffracted in higher order. With the TGM beam line, the contribution of high-order diffrac-
tion to the uncertainty of the flux comparison is reduced to 1 % by the use of filters and a
reduced electron energy (340 MeV). With the NIM beam-line no filters have been applied
below 105 nm and the influence of second-order diffracted radiation could be corrected
from the knowledge of the high-order performance of the gratings employed. The uncer-
tainty of this correction strongly depends on the observed wavelength and the imaging
mirror used. As mentioned earlier, LiF filters were used to suppress radiation diffracted in
higher order above 105 nm.

In Table 4.5 the contributions of the primary standard BESSY I, of the comparison
procedure and of the stability of the hollow-cathode source to the uncertainty of the pho-
ton flux of the transfer standards are given for two different wavelengths and two different
optical configurations of the NIM beam-line. The overall relative uncertainty of the photon
flux in the calibrated emission lines results from the sum, in quadrature, of these contribu-
tions and is listed in Table 4.2 and Table 4.3.

4.5 Summary

We describe transfer source standards based on hollow-cathode, glow discharges which
can be used for the overall radiometric calibration of VUV astronomical instrumentation.
Our standards have a photon flux that is traceable to the electron storage ring BESSY I, a
primary radiometric standard, and produce a collimated beam that can directly irradiate the
telescope entrance aperture. The source standards are transportable, and their differential
pumping system permits windowless operation in connection with an ultrahigh-vacuum
system.

Calibration can thus take place in the tank that is used for instrument development and
testing; the instrument need not be transported to a special calibration facility. Scheduling
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Table 4.4: Contributions to the relative uncertainty (1σ ) of the spectral photon flux of the
synchrotron radiation.

Source of
uncertainty

Value for TGM beam
line

Rel. standard
uncertaintya

at 40 nm

Value for NIM beam
line

Rel. standard
uncertaintya

at 90 nm

Electron energy W = (337±2) MeV 0.99 % W = (798± 1) MeV 0.09 %

Magnetic induction B = (0.631±0.005) T 0.13 % B = (1.482± 0.005) T 0.23 %

Electron current:

Diode calibration at
Linearity of diode

I = (1500± 5) µA
± 0.5 %

0.60 % I = (1500±5) µA
± 0.5 %

0.60 %

Diameter of aper-
ture stop

a = (5.286 ± 0.010)
mm

0.38 % a = (10.00 ± 0.02)
mm

0.40 %

Distance of aperture
stop

d = (15050± 15) mm 0.20 % d = (23745± 50) mm 0.42 %

Emission angle 90 = (0.04 ± 0.02)
mrad

0.01 % 90 = (0.50 ± 0.05)
mrad

0.93 %

Beam emittance:

vertical beam diver-
gence
vertical beam size

± 30µrad
± 500µm

} 0.03 % ± 30µrad
± 500µm

} 0.01 %

Total sum in
quadrature
18λS R/8λS R

1.2 % 1.3 %

a The relative standard uncertainty is given by18λS R/8λS R.

problems, as they are bound to occur with the primary synchrotron source standards, are
also avoided. The transfer source standards produce a line spectrum so that they can be
used for both radiometric and wavelength calibration; order-sorting is straightforward.

The diameters of the collimated beams (5 mm and 10 mm) are small compared to
those of a typical (solar or non-solar) space-telescope entrance-aperture (100 mm to several
meters). This permits a mapping of local spectral-responsivity variations over the telescope
aperture. At the same time, the small, collimated input beams generate instrument count-
rates typical of those expected in flight, since their photon flux corresponds to that typically
collected in flight by the entire telescope aperture.

Accordingly, these transportable source standards are suitable for the calibration not
only of solar VUV instruments (for which they were originally developed), but also for
astronomical space instrumentation in general. Two of the instruments flown on SOHO,
CDS (Coronal Diagnostic Spectrometer,Harrison et al.[1995]) and SUMER (Solar Ul-
traviolet Measurements of Emitted Radiation,Wilhelm et al.[1995]), have been calibrated
by use of the systems described in this paper [Hollandt et al., 1996;Lang et al., 2000].

The photon flux of the source standards is known to better than 8 % (1σ value). This
is clearly adequate for the current requirement for quantitative solar spectroscopy, partic-
ularly in the extreme-ultraviolet spectral domain, where accuracy is limited by the larger
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Table 4.5: Overall relative uncertainty (1σ ) of the photon flux of the normal-incidence
source standard.

Source of uncertainty at 55 nm at 90 nm
Imaging mirror:

Au SiC Au SiC
Spectral photon flux of syn-
chrotron radiation

1.4 % 1.4 % 1.3 % 1.3 %

Synchrotron radiation
diffracted in high-order

– – 2.5 % 0.6 %

Inhomogeneity of optical
components and detector

3.0 % 3.5 % 3.0 % 3.5 %

Linearity of detector 0.6 % 0.6 % 0.6 % 0.6 %
Wavelength calibration 0.4 % 0.9 % 0.1 % 0.1 %
Stability of hollow cathode
source

5 % 5 % 5 % 5 %

Total sum in quadrature
18λS R/8λS R

6.0 % 6.4 % 6.5 % 6.3 %

uncertainties in the atomic data used in diagnostic investigations of solar plasma [Mason
and Monsignori Fossi, 1994].

We maintain that the existence of a reliable laboratory standard is a prerequisite for
verifying the radiometric stability of an instrument, as long as it is on the ground. Partic-
ularly, collimated source standards, such as those described here, provide a precise means
of testing the radiometric stability of the entire, assembled system, rather than only of its
individual optical components.

As indicated in the introduction, at the radiometry laboratory of PTB at BESSY, an
improved primary detector standard – an electrical substitution radiometer operating at
liquid-helium temperature [Rabus et al., 1997] – has achieved significantly lower uncer-
tainties. In the spectral range between 40 nm and 400 nm, the spectral responsivity of pho-
todiodes has been determined with a relative uncertainty better than 1 %, the results being
in good agreement with a calibration against the laser-operated cryogenic radiometer of
PTB Berlin [Rabus et al., 1997]. Similar progress has also been made in the determination
of the spectral responsivity of photodiodes with this method in the soft X-ray range (0.1 nm
to 25 nm) [Krumrey et al., 2000]. Such well-characterized transfer detector standards, in
combination with collimated monochromatized radiation, offer the potential to calibrate
complete astronomical telescopes at special synchrotron radiation beam lines with smaller
uncertainties than those realized in the past. A beam line of this kind is planned at the
radiometry laboratory of PTB at the electron storage ring BESSY II.
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Calibration and Inter-calibration of SOHO’s
Vacuum-ultraviolet Instrumentation
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The SOlar and Heliospheric Observatory (SOHO) is equipped with a suite of instru-
ments capable of observing the Sun from the core to the outer corona. Several of these
instruments observe radiation in the vacuum-ultraviolet (VUV) wavelength range, where
precise and accurate radiometric measurements are of extreme significance for solar and
terrestrial investigations, but, at the same time, are very difficult to obtain due to degra-
dation effects of most optical systems under solar ultraviolet irradiation. Radiometric-
calibration and cross-calibration matters have consequently been important topics from the
initial planning phase of the mission to the operational implementation. An attempt will
be made here to summarize the early requirements and goals as well as the achievements
of SOHO in this context. Although not all plans could be carried out, the general picture
is very encouraging. SOHO allowed us to make a major step forward in solar radiometry,
in particular of spatially-resolved structures.

5.1 Introduction

Solar electromagnetic radiation in the VUV (10 nm to 200 nm) is strongly absorbed
in the Earth’s atmosphere [cf.,Rees, 1989]. The direct consequence is that observations
at these wavelengths are only possible from rockets or spacecraft. Both for many fields
of solar research (for example, elemental abundance studies and plasma diagnostics) and
for an understanding of the processes in the Earth’s atmosphere, it is of vital importance
that the radiation be measured quantitatively. Spatially-resolved spectral radiance mea-
surements have to be obtained for most of the solar studies, whereas spectral irradiance
data are needed for terrestrial applications.

The early history of solar VUV radiometry, in particular from instruments on the Or-
biting Solar Observatories (OSO) and the Skylab mission, is characterized by significant
progress in obtaining radiance and irradiance data with better and better accuracy [e.g.,
Dupree and Reeves, 1971;Huber et al., 1973;Reeves et al., 1977;Hinteregger, 1977;
Heroux and Higgins, 1977;Schmidtke et al., 1992]. However, it also became evident [e.g.,
Reeves and Parkinson, 1970] that some long-term observations in this range were plagued
with severe responsivity deterioration, which at least in one case [Bruner, 1977;Woodgate
et al., 1980] amounted to losses of factors of ten within days. To cope with this difficulty,
two complementary strategies were developed: (1) one devises sophisticated methods of
monitoring the degradation and thus maintaining an established radiometric-calibration

69



70 5. THE CALIBRATION OF SOHO’S VACUUM-UV I NSTRUMENTATION

status, and (2) one discovers and understands the processes that lead to the degradation,
and then employs appropriate procedures and design concepts to eliminate them.

At the beginning of the development phase of SOHO, after the final instrument selec-
tion in 1988, the time was ripe to follow the route of the second strategy, while, at the same
time, performing careful calibration tracking. The degradation problem had been clearly
identified on many occasions, not only for spacecraft, but also for synchrotron applica-
tions. The processes responsible for it had been described as a combination of contamina-
tion of optical surfaces with hydrocarbons and other outgassing products from structural
elements, followed by photo-activated polymerization under UV irradiation [cf.,Austin,
1982;Boller et al., 1983;Kent et al., 1993, 1994;Scḧuhle, 1993]. Thus a promising strat-
egy was to eliminate sources of contamination and outgassing wherever possible and to
monitor quantitatively and continuously any that may unavoidably be present. This ap-
proach was adopted for SOHO and is fully described in the contributions covering the
cleanliness aspects of the spacecraft [Thomas, 2002] and the instruments [Lang et al.,
2002;Scḧuhle et al., 2002]. The cleanliness requirements were, however, not part of the
SOHO Assessment Study dated September 1983, and were only briefly mentioned in the
joint ESA/NASA SOHO Announcement of Opportunity (AO) of March 1987. They had to
be defined in detail by the instrument and spacecraft teams. As we will see in the following
sections, these endeavours were extremely successful. With a few exceptions, which will
be mentioned below, the SOHO VUV instruments did not show any long-term degradation
of their radiometric responsivities under nominal operational conditions.

We will discuss only the solar VUV instruments on the SOHO spacecraft, namely,
CDS (Coronal Diagnostic Spectrometer), EIT (Extreme-ultraviolet Imaging Telescope),
SEM (Solar Extreme-ultraviolet Monitor), SUMER (Solar Ultraviolet Measurements of
Emitted Radiation), and UVCS (UltraViolet Coronagraph Spectrometer). SWAN (Solar
Wind ANisotropies), although an HI Ly-α instrument, looks away from the Sun and is not
included in this report. For a review of the history of the SOHO mission in general see
Huber et al.[1996].

5.2 Scientific Requirements

5.2.1 Proposal Phase

The scientific requirements as far as VUV radiometry was concerned were discussed
during this phase in a series of meetings starting in 1986 – before the SOHO AO in March
1987 – and continuing until the end of 1987, shortly before the submission deadline for
the revised proposals on 8 January 1988. Some of the meetings were quite eventful as,
for instance, the session in January 1987, when many potential participants were stranded
somewhere in snow-hit Paris, and those actually present in Verrières could not take off
their coats without freezing to death in the old Vauban castle.

It was realized early on in these discussions that the radiometric calibration was not
the only calibration task at hand. Wavelength measurements, telescope and spectrometer
spatial and spectral resolutions, as well as pointing performance were intimately related
to the absolute calibration. This was summarized by Peter McWhirter in notes taken at
the meeting held in Paris on 23 and 24 April 1987. For the radiometric work itself, it was
suggested to consider a typical relative standard uncertainty of atomic data of≈ 10 % as
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a guide, and aim for relative uncertainties of the observations between 25 % and 30 %
at the short-wavelength range and rather better performance at longer wavelengths. All
uncertainties are given here as relative standard uncertainties, unless specified otherwise.

Based on past experience, severe degradation of the responsivity was expected in flight,
in particular for normal-incidence instruments. Monitoring of the calibration status was
suggested to be performed against well-calibrated spacecraft instruments (e.g., SUSIM, the
Solar Ultraviolet Spectral Irradiance Monitor on UARS, the Upper Atmosphere Research
Satellite) and calibration rockets. In addition, internal checks and cross-calibration might
be possible using atomic physics data on branching ratios and other line ratios not very
sensitive to the source plasma conditions.

Synchrotron radiation was identified as the primary radiometric standard, in particular
from the Super-ACO positron storage ring at the Laboratoire pour l’Utilisation du Ray-
onnement Electromagnétique (L.U.R.E.) in Orsay, the Synchrotron Ultraviolet Radiation
Facility (SURF-II) at the National Institute of Standards and Technology (NIST), and the
Berlin Electron Storage ring for SYnchrotron radiation (BESSY I), but the need for trans-
fer standards was also recognized. It was thought that both individual components and
the fully-assembled instruments had to be radiometrically calibrated. These requirements
formed the basis of the VUV calibration plans in the SOHO proposals of January 1988. In
addition, the desirability of a re-calibration opportunity between instrument deliveries and
launch was stressed. A direct radiometric in-flight calibration using transfer standards was
also considered, but it was felt that it could not reliably be implemented within the project
constraints (see, however, Section 5.5 for details on the in-flight calibration).

5.2.2 Definition and Design Phases

In some of the SOHO proposals, theoretical support groups were identified as Asso-
ciate Scientist (AS) teams. These groups played an important rôle in the detailed definition
of the scientific requirements. The SUMER AS team met in Paris in June 1988 for the first
time, followed by a CDS/SUMER science workshop in Oxford in September. Since many
of the participants were involved in both the CDS and the SUMER investigations, and,
moreover, a close coordination of the CDS and SUMER science planning was highly de-
sirable, the following meetings were held as Joint CDS/SUMER Science Meetings. On
many occasions, radiometric-calibration topics were on the agenda and those meetings are
included in Table 5.1, which lists all meetings relevant in this context held after the SOHO
AO had been issued. A special calibration panel chaired by P. McWhirter (at the first JMAS
meeting in February 1989) came up with a report, concluding that relative standard uncer-
tainties should ideally be less than 20 %. A realistic aim appeared to be 35 %, and 50 %
would be the lowest level worth attempting for solar radiometry. It should be noted, how-
ever, that for planetary applications uncertainties of the irradiance of less than 5 % were
required. Notice also that, in narrow wavelength ranges, line ratios can be determined with
smaller uncertainties without involving absolute radiometry. The required or anticipated,
and later achieved, radiometric uncertainties as documented in meeting reports or the open
literature are summarized in Table 5.2. The ways suggested to obtain the required accura-
cies were:
(1) extensive laboratory calibration with secondary standards traceable to primary stan-
dards; (2) cross-calibration (called here also “inter-calibration”) on SOHO and with in-
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Table 5.1: Meetings Related to SOHO Calibration and Inter-calibration Activities.

Date Place Meetinga,b and Remarks
23/24 Apr 1987 Paris Proposal preparation; atomic data≈ 10 %c

21/22 Jun 1988 Paris 1st SUMER AS Meeting; requirements
29/30 Sep 1988 Oxford CDS/SUMER Science Meeting; requirements

7/8 Feb 1989 Lindau JMAS-1; calibration panel report
11/12 Jul 1989 Berlin WSVUV-1; HCL and mirror chambers

5/6 Oct 1989 Abingdon JMAS-2; uncertainty 20 % envisaged
5/6 Nov 1989 Noordwijk SICWG-1; irradiance for terrestrial use 5 %

14/17 May 1990 Noordwijk SICWG-2; cleanliness important
22/23 Oct 1990 Berlin WSVUV-2; SUSIM irradiance comparison
25/26 Oct 1990 Lindau JMAS-3; uncertainties 20 % to 30 %

27+30 Nov 1990 Noordwijk SICWG-3; stars; SEM recommendation
3 Jun 1991 Noordwijk SICWG-4; HCL: uncertainty< 20 %

18 Nov 1991 Noordwijk SICWG-5; report on SUSIM degradation
15–18 Jun 1992 Killarney SOHO/Cluster; CDS/SUMER calibration
21–23 Oct 1992 Orsay JMAS-5; absolute wavelengths: 20 pm
25/26 Jan 1993 Noordwijk SICWG-6; calibration rehearsals

22–24 Nov 1993 Abingdon JMAS-6; purge directly to instruments
24/25 Jan 1994 Noordwijk SICWG-7; uncertainties considered

13 Jun 1994 Portsmouth SICWG-8; report on some anomalies
3–5 Oct 1994 Greenbelt JMAS-7; calibration rockets; UARS/SOLSTICEd

11+13 Jan 1996 Greenbelt SICWG-9; inter-calibration JOPs; Spartan
9 Feb 1996 Greenbelt SICWG-10; Intercal-1, Intercal-9

17 May 1996 Greenbelt SICWG-11; Intercal-2: No HeII full disks
31 Oct/1 Nov 1996 Berlin WSVUV-3; first results presented

5–7 Nov 1996 Orsay JMAS-9; last meeting of this series
13/14 Nov 1997 Orsay WSVUV-4; continue Intercal-1 and rockets
29/30 Mar 1999 Berlin WSVUV-5; inauguration of BESSY II
12/16 Feb 2001 Bern WSVUV-6; review SOHO calibration tasks
8/12 Oct 2001 Bern WSVUV-7; continuation of WSVUV-6

a JMAS: Joint Meeting of Associate Scientists (CDS/SUMER);
WSVUV: WorkShop on VUV radiometry and inter-calibration;
SICWG: SOHO Inter-Calibration Working Group.
b JMAS-4 (2 to 4 October 1991, Nice) and JMAS-8 (19 to 21 September 1995, Oslo) did
not cover calibration aspects.
c This relative standard uncertainty was originally related to branching ratios, which may
even be known to 5 %. Doublets should be accurate within relative deviations of 10 %
and density/temperature insensitive ratios for each ion within≈ 20 %; ratios, in general,
can be expected to have relative uncertainties of as much as 30 % [H.E. Mason, personal
communication, 2001].
d SOLSTICE: SOLar-STellar Irradiance Comparison Experiment.
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Table 5.2: Relative Standard Radiometric Uncertainties in Percent [%]a,b.

Phase/Document/Channel HCL CDS SUMER UVCS EIT SEMc

1987 pre-proposal 20 25...30 < 25 20 - -
1988 rev. 1 of proposals 25 25...30 30...50 20 - -
1989 early development 13 < 20 ... 35 ... 50 ≈ 10 ≈ 100 -
1988/90 early Coloured Books 15...20 < 20 < 20 20 - -
1991/92 calibration plans 10 < 20 15...30 12...15 - < 10
1994/95 final Coloured Books 6...8 - < 20 - - -
1993/95 laboratory calibration 6...7 ≈ 30 15 16 60...150 10
unvignetted - - 11 - - -

1996/98 in-flight calibration - - - - 15(He) 10
CDS – NIS - 15...29 - - - -

– GIS - 45 - - - -
SUMER – Detector A - - 15 - - -

– Detector B - - 20 - - -
UVCS – HI α and OVI - - - 20 - -

1998/2001 in-flight calibration - - - - ≈ 20 10
CDS – NIS - 20...30 - - - -

– GIS - 45 (TBC) - - - -
SUMER – Detector A - - 33 - - -

– Detector B - - 36 - - -
UVCS – HI Ly α and OVI - - - 20 - -

a Radiometric uncertainties are given for the prime wavelength ranges (for further details see text
and/or the corresponding instrument contributions). Bold face: values achieved as published.
b Solar irradiance instruments on UARS report relative uncertainties of 2 % to 5 %. For a comparison
with stellar astronomy: the EUV Explorer (EUVE) calibration plan specifies a relative uncertainty
of 25 % (3σ ), which corresponds to a coverage factor ofk = 3, the Far-Ultraviolet Spectroscopic
Explorer (FUSE) achieved an in-flight performance of≈ 10 % relative uncertainty [Sahnow et al.,
2000], but experienced a change of the effective area by a factor of about 0.95 over a period of
four months [Moos et al., 2000]; the International Ultraviolet Explorer (IUE) relative radiometric
uncertainties are≈ 10 % with final adjustments of 4 % to 10 % [Nichols and Linsky, 1996].
c SEM was added to the SOHO payload in 1990/91 [McMullin et al., 2002b].

struments on other spacecraft; (3) calibration rockets, and (4) comparisons with stellar
sources.

It was also noted that good co-alignment, knowledge of the polarization properties,
cleanliness standards, and wavelength stability were of great importance in achieving the
radiometric-calibration goals. These requirements were eventually adopted in the CDS
“Blue Book”, the UVCS “Yellow Book”, and the SUMER “Red Book” (first draft editions
by Harrison [1988],Kohl and Noci[1989], andWilhelm[1990]). The Blue and Red Books
were subsequently revised quite often, mostly as a consequence of the deliberations at
the Joint Science Meetings, but the radiometric requirements did not significantly change
until the launch of SOHO on 2 December 1995. In general, the Blue, Yellow, and Red
Books provided a wide exchange of information about the instruments in non-technical
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formats and helped during the preparation of the observations. They will be referred to as
“Coloured Books” here.

Radiometric-calibration issues of SOHO instruments were specifically taken up by:
(1) an inter-calibration working group chaired by John Kohl, and (2) workshops on spec-
troradiometry.

The SICWG was set up by the SOHO Science Working Team (SWT) of the SOHO
principal investigators and the workshops were organized on an ad hoc basis (see Ta-
ble 5.1). The SICWG prepared the SOHO inter-calibration activities by defining several
inter-calibration JOPs (Joint Observing Programme) and monitoring the flight schedule
of calibration rockets (Table 5.3), which were carried out in support of SOHO, but man-
aged independently, and, in many cases, with additional scientific objectives. The panel
repeatedly emphasized the need for stringent spacecraft and instrument cleanliness re-
quirements. Reports that the responsivity of the operational channel of SUSIM decreased
by a factor of 1.3 within days demonstrated the urgency of such measures. The workshops
on spectroradiometry discussed the instrument calibration and inter-calibration aspects on
a broader scope, and also covered the particulate and molecular cleanliness requirements
of the mission. The first workshop took place in Berlin on 11 and 12 July 1989, where
the participants outlined the calibration concepts of CDS and SUMER based on trans-
fer standard sources [Hollandt et al., 1993] consisting of Hollow-Cathode Lamps (HCL)
[Danzmann et al., 1988] and collimating mirror chambers.

5.3 Radiometric Calibration before Launch

In this section, no attempt will be made to cover all aspects related to the calibration
effort of the VUV instruments on SOHO. Rather some events or facts directly relevant to
this review will be presented. For further details the instrument-related publications should
be consulted [Clette et al., 2002;Gardner et al., 2002;Lang et al., 2002;McMullin et al.,
2002a;Wilhelm et al., 2002].Hollandt et al.[2002] discuss VUV radiometric-calibration
matters in general. Some introductory remarks referring to more than one instrument are
related to the cleanliness concepts.

Before the beginning of the instrument development phase, it was common wisdom
that radiometric-responsivity degradation was unavoidable in the VUV range, as was men-
tioned above. Even after the SOHO cleanliness procedures had been defined, there was
no proof that they would eliminate the problem or at least improve the situation. It was
thus felt that, in order to maintain the laboratory calibration from instrument delivery to
operation in space, a re-calibration just before launch was required as well as purging di-
rectly to the instruments on the spacecraft until lift-off. The purging was implemented [cf.,
Thomas, 2002]. However, when in August 1993 ESA announced that there would be no
re-calibration slots for the VUV instruments before launch, it was thought that this would
have an adverse effect on their calibration status in flight. Only in the case of UVCS did the
final calibration occur six months before launch. Fortunately, for all the VUV instruments
the pre-flight calibrations by and large nevertheless remained valid after launch.
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Table 5.3: Payloads Launcheda to Verify SOHO Calibrations.

Date Timeb Payloadc,d Remarkse

26 Jun 1996 19:00 Cal-SO-2 (30.4± 4.0) nm: uncertainty 8 %;
monitor spectral responsivity of SEM

15 May 1997 19:15 EGS, XPS uncertainty 6 % to 10 %; CDS update;
MXUVI FeIX /X (17.1 nm); EIT, TRACE

11 Aug 1997 18:18 Cal-SO-3 calibration update for SEM/SOHO
16 Oct 1997 19:00 EIT CalRoc EIT degradation correction

and flat fielding
18 Nov 1997 19:35 SERTS-97 uncertainty< 25 %; with EM (0.1 to 50) nm

used for CDS-NIS and EIT updates
31 Jan 1998 04:30 XDT f FeXIV (21.13 nm) images; Dopplergrams
1 Nov 1998 21:49 UVCS calibration update for UVCS;

– 3 Nov 1998 12:45 Spartan 201g uncertainty 25 %
2 Nov 1998 18:20 EGS, XPS validated SNOE SXP calibration;

MXUVI FeIX /X (17.1 nm) images
24 Jun 1999 17:00 SERTS-99 uncertainty 25 %; with EM

18 Aug 1999 18:05 Cal-SO-4 calibration update for SEM/SOHO
26 Jul 2000 18:00 SERTS-00 uncertainty 25 %; with EM

a XDT launched from Kagoshima, all other rocket payloads launched from White Sands.
b In Coordinated Universal Time (UTC).
c Payload names:

Cal-SO Rocket underflights for SOHO cross-calibration
EGS EUV Grating Spectrograph
EM EUV monitor (simplified SEM) to update SEM/SOHO channel 2
HRTS High Resolution Telescope and Spectrograph
MXUVI Multiple XUV Imager
SERTS Solar EUV Research Telescope and Spectrograph
SNOE Student Nitric Oxide Explorer
SXP Solar X-ray Photometer
XDT X UV Doppler Telescope
XPS XUV Photometer System

d The SERTS-96 flight on 13 November 1996 at 18:30 UTC and the HRTS-10 flight on
30 September 1997 20:10 UTC are not listed, because no radiometric calibrations were
available.
e Accuracies,a, are indicated here by their relative standard uncertainties,u r , and not by
a = 1 − ur .
f Details on XDT have been published bySakao et al.[1999] andHara et al.[1999]. The
instrument was calibrated at component level. An initial comparison with EIT showed a
factor of two less in emission measure.
g Launched on the Space Shuttle.

5.3.1 CDS

The CDS team concluded that the only viable method for pre-launch radiometric ca-
libration was a transfer standard traceable to a synchrotron radiation facility as primary
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source standard. At the first WSVUV in July 1989, this concept was outlined and a coordi-
nation with the SUMER calibration was agreed. The HCLs later employed for the SOHO
instrument calibrations performed even better than anticipated at that time: a typical rela-
tive stability of 2.5 % was achieved over 40 h with one gas and 5 % after a change of gas.
The grazing-incidence telescope of CDS required a collimating mirror different from the
collimator for SUMER, but the HCLs and the general schemes were the same.

In total, twenty-nine emission lines were selected covering the spectral range of the
instrument. The transfer source was calibrated against BESSY I in these spectral lines.
After an end-to-end calibration of CDS, the source was returned to BESSY for a post-
calibration. For the NIS-2 waveband, the comparison of the pre-launch estimates of the
efficiencies of the components with measured responsivities of the instrument were close,
whereas for NIS-1 and NIS-2 in second order the deficiencies were a factor of ten. They
are attributed to problems with the measured detector quantum efficiencies used in the
estimate. For the four GIS channels the comparison yields about a factor of twenty, noting
that the estimates for the pre-launch sensitivities of the components were much poorer.
The relative uncertainties in the laboratory measurements of the responsivities for both
GIS and NIS were estimated at around 30 % [seeLang et al., 2000, 2002].

5.3.2 EIT

The ground-based programme provided a complete calibration of the EIT system [De-
fise et al., 1995], but time constraints during the integration schedule and difficulties in
combining it with the priority scheme of a large synchrotron facility, as well as the sub-
stitution of a new detector (Tektronix, thinned back-side, back-illuminated, CCD sensor)
after the end-to-end test (using silicon diodes calibrated at NIST) reduced the validity of
the pre-flight characterization [Defise et al., 1998;Clette et al., 2002]. Consequently,Dere
et al.[2000] suggested, for instance, formal relative combined standard uncertainties at the
end of the laboratory calibration of (60, 70, and 75) % for the (19.5, 28.4, and 30.4) nm
channels, respectively.

5.3.3 SEM

The main purpose of the SEM instrument [Judge et al., 1998] is to measure with high
precision and accuracy the solar irradiance near the prominent HeII emission line in the
wavelength range (30.4± 4.0) nm (Channel 1), but it also monitors the wavelength band
between 0.1 nm and 50 nm (Channel 2). It has been calibrated with Beamlines 2 and 9 at
SURF-II with typical relative uncertainties of 5 % for the 30.4 nm channel providing solar
irradiances, after the convolution needed, with an uncertainty of 10 % [McMullin et al.,
2002a]. A typical value for the broad-band channel is also 10 % [Judge et al., 1999].

5.3.4 SUMER

The re-calibration idea, which had to be abandoned in 1993, had been suggested for
SUMER by ESA in a status review in October 1991 and had been the agreed scenario since
November 1991. The original plan to calibrate the assembled instrument at the Super-
ACO facility was also not carried out, because it was felt that cleanliness and schedule
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constraints would lead to severe difficulties. The controlled attenuation of the intense syn-
chrotron radiation was another problem area. The method finally adopted at WSVUV-1,
in cooperation with CDS, used a transfer standard source consisting of a lamp (HCL)
attached to a chamber with a spherical concave scan mirror. A total number of thirty-
two emission lines was calibrated in the wavelength range from 53.7 nm to 147.0 nm at
BESSY I. The source was also successfully compared with a diode calibrated at NIST
[cf., Hollandt et al., 2002]. The responsivities of both detectors of the SUMER instrument
were very similar, but that of detector B, when operated at nominal gain, generally was a
factor of≈ 1.2 higher than detector A. The actual responsivities found were between 0.65
and 1.35 of the prediction based on sub-system measurements [Wilhelm et al., 1995]. The
relative uncertainty of the SUMER laboratory radiometric calibration was 11 % [Hollandt
et al., 1996].

A specific feature of this calibration was that the calibrated beam was not vignetted
inside SUMER (cf., Table 5.2). Apertures and stops therefore had to be taken into account
separately in evaluating the throughput of the instrument [Wilhelm et al., 2000]. To ver-
ify the imaging properties of the telescope, it was necessary to fill the whole aperture of
SUMER with a collimated, even if uncalibrated, beam. This was generated with the help
of the Spectral and Angular Resolution UV Tube (SARUVT). It should be mentioned that
the end-to-end calibration was performed under extreme time pressure, which had been
caused, at least partially, by a late change of the detector system.

The sensitivity to the state of polarization of the incident radiation could not be de-
termined for the assembled instrument. An engineering model of the plane mirror and the
holographic grating was used to determine the effects of these polarization-sensitive items
at the Super-ACO facility [Hassler et al., 1997].

5.3.5 UVCS

The development programme of UVCS relied on component calibrations and an end-
to-end calibration as well as a rigorous contamination control programme to limit optical
degradation. UVCS was delivered to ESA for spacecraft integration with its end-to-end
behaviour uncharacterized (and without flight detectors). While at ESA, the flight detec-
tors were installed, the diffraction gratings were replaced, the HI Ly-α channel telescope
mirror was replaced, and the OVI -channel mirror cleaned. In June and July 1995, UVCS
was returned after spacecraft-level testing to laboratories at the Smithsonian Astrophysical
Observatory. There, over a period of about 32 d, the UVCS was radiometrically calibrated
end-to-end and its stray-light rejection measured.

The UVCS radiometric response was measured against secondary photodiode (cesium
telluride and aluminium oxide) standards from NIST [Gardner et al., 1996]. Radiation
from a gas-discharge radiation source was pre-dispersed using a monochromator. A sin-
gle bright spectral line was focused onto the exit slits. The radiation passing through the
slits (and through insertable filters of known attenuation) was collimated by a 4.6 m focal-
length mirror and directed through the UVCS instrument aperture and onto its telescope
mirrors completely filling the portion not covered by the launch-locked internal occulter
[Gardner et al., 2002]. That portion, which is the one used for observations at 2.7 solar
radii from Sun centre, was the only part of the aperture that could be calibrated during the
end-to-end measurements. The radiance was found to be uniform with relative variations
of less than 10 %. The UVCS entrance slits were opened sufficiently to pass all of the
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radiation in that image towards the gratings where it was dispersed and focused onto a
detector. The counting rates registered on the detectors were compared directly to the out-
put of the NIST photodiodes, thereby giving the system responsivity. Measurements were
made for both UV channels at several wavelengths near the centres of their intended oper-
ating ranges. The relative standard uncertainty for each of the radiometric measurements
was 16 %.

Laboratory measurements on gratings replicated from the same masters as the flight
gratings, together with in-flight data (see Section 5.5) have allowed extension of the results
from the laboratory calibration to all telescope apertures available to UVCS [Gardner et
al., 2000, 2002].

5.4 Inter-calibration Plans and Achievements

Whereas laboratory calibrations were to a large extent the tasks of the various instru-
ment teams, inter-calibration could only be attempted as a cooperative effort. Most of the
meetings listed in Table 5.1 therefore had inter-calibration items on their agendas. The
discussions led to the definition of SOHO inter-calibration JOPs, named ICAL, which
will be summarized here (all procedures can be found on the SOHO operations pages at
http://soho.nascom.nasa.gov). Some of them have been widely used. Others
were just defined for a special occasion and were either successfully executed or aban-
doned. Additionally, various other inter-calibration activities have been performed that are
not under the formal ICAL listings and form the basis for some of the results reported in
this volume. It is worth noting that data taken at regular intervals with standardized observ-
ing sequences, such as reference spectra, full-Sun rasters, etc. (not necessarily designed for
radiometric purposes), turned out to be very useful in many cases.

5.4.1 ICAL 01

The roots of this JOP go back to the SOHO Assessment Study, ESA SCI (83) 3, of
September 1983, where a wavelength overlap between the normal-incidence spectrometer
(NIS) and the grazing-incidence spectrometer (GIS) of the model payload was recom-
mended. Such an overlap was indeed suggested by the original CDS and SUMER pro-
posals in July 1987, but it disappeared after the selection in 1988 according to the first
published list of SOHO investigations in EOS, 69, No. 13, of 29 March 1988. Fortunately,
however, the final wavelength choice of CDS in December 1988 again introduced common
wavelength bands with SUMER. This made comparisons between the instruments possi-
ble in the bands: 65.6 nm to 78.5 nm CDS GIS-4 (first order) with SUMER detector A
(second order) and detector B (first order); 51.3 nm to 63.3 nm CDS NIS-2 (first order)
with SUMER detectors A and B (second order). (The GIS and NIS instruments of the
SOHO model payload should not be confused with the GIS and NIS channels of CDS.)

In the common ranges, the bright spectral lines HeI 58.4 nm, MgX (60.9, 62.5) nm,
and NeVIII 77.0 nm are available for CDS/SUMER cross-calibrations. In 1994 the details
of the wavelength selection and the procedure for ICAL 01 were discussed by the SICWG,
before the agreement was reached that ICAL 01 should be an on-disk comparison of quiet-
Sun regions aimed at good counting statistics. CDS, SUMER, EIT, and later the Transition
Region and Coronal Explorer (TRACE) participated in most of the runs, whilst UVCS per-
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formed on-disk observations only a few times. In 1996 and 1997, UVCS/SUMER cross-
calibrations at NV 123.8 nm were well within the uncertainty margins, with UVCS in-
dicating radiances about a factor of 1.18 less than SUMER. Since August 1999, the OV

63.0 nm line has been included in the ICAL 01 sequence.

Data obtained on a regular basis with ICAL 01 were analysed to investigate in detail
the CDS/SUMER cross-calibration aspects [Pauluhn et al., 1999, 2001a, b]. The agree-
ment was, in general, within the combined uncertainties. An important result was that the
variations of the radiances measured by both instruments were highly correlated and, con-
sequently, must have been of solar origin. The SUMER observations were also used to
study the calibration changes during the loss of attitude control in 1998 [Wilhelm et al.,
2000;Scḧuhle et al., 2000a], and the long-term variability of quiet-Sun radiances [Scḧuhle
et al., 2000b]. No published radiometric comparison with TRACE is known.

5.4.2 ICAL 02

The plan was to transfer SEM irradiance data of the HeII 30.4 nm channel with the
help of EIT images to small regions on the Sun for CDS updates. In addition, the EIT
responsivity should be mapped by a full CDS raster. It was also hoped that the results could
be transferred to longer wavelengths (SUMER and UVCS). ICAL 02 did not produce
the expected results, because the large bandpass of SEM (cf., Section 5.3.3), with the
accompanying variety of spectral lines other than HeII 30.4 nm, limits a direct comparison
of the SEM irradiance with the single-line radiance measurements of CDS. The CDS full-
Sun rasters have not proven very useful in providing flat-field information to EIT due to
the differing plate scales, the undersampling by CDS, and the timing difference (≈ 12 h
for a full-Sun scan as opposed to 30 s for an EIT image).

CDS/SUMER irradiance comparisons had been performed in 1996 and agreed well
within the combined uncertainty estimates for HeI 58.4 nm and MgX 62.4 nm [McMullin
et al., 2002b]. For OV 63.0 nm, however, CDS observed irradiances were lower by about
a factor of 1.35 than SUMER. Both instrument evaluations agreed on the centre-to-limb
variation in this line (≈ 4). These OV observations are just compatible within the com-
bined uncertainty margins.

5.4.3 ICAL 03

This JOP was also meant to compare full-Sun data of SEM, EIT and CDS at 30.4 nm.
It was not executed, because the load on the CDS detector would have been too high.
Thompson et al.[2002] present comparisons of irradiance measurements by CDS – tied
to EGS 1997 (cf., Table 5.3) – with SEM and EIT, which appear to achieve the goals of
ICAL 03, albeit with a different method involving a differential emission measure analysis
of the CDS and EIT data. For CDS, differential emission measures were used only to fill
in the SEM bandpass below 30 nm. CDS irradiances are lower by 1.05 to 1.15 than SEM
values (using a fixed spectrum) and factors of 1.05 to 1.3 lower than those of EIT. CDS
and EIT give consistent results on the sum of the HeII and SiXI contributions to the SEM
30.4 nm channel [Thompson et al., 2002;McMullin et al., 2002b].
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5.4.4 ICAL 04 and ICAL 05

These JOPs were aimed at CDS/SUMER/EIT/MDI alignment and responsivity cross-
calibrations. Both goals are now incorporated in the final ICAL 01 sequence. Without
specific pointing adjustments, typical misalignments of the instruments were found, in line
with expectations, to be less than 10′′. This could be improved by an order of magnitude
by correlating images with solar disk structures or the limb.

Brynildsen et al.[1998] performed an early CDS/SUMER radiance comparison in the
O V 63.0 nm line and found a factor of 1.5 to 2 more with CDS.Pauluhn et al.[2001b]
studied the OV 63.0 nm line in more detail and found agreement within relative deviations
of 15 %. Variations of the solar radiance dominate over instrumental effects in this spectral
line as well as in the other lines observed during ICAL 01. However, in later comparisons,
CDS radiances appear to be lower by 1.31 [Pauluhn et al., 2002]. These findings are thus
consistent with the irradiance results in Section 5.4.2.

5.4.5 ICAL 06

Three SERTS payloads [Neupert et al., 1992] were launched in the years 1997 to
2000, which also carried an SEM-type instrument for observations in the wavelength band
from 0.1 nm to 50 nm (see Table 5.3). These flights span the period of the attitude loss
of SOHO and can be used to study the changes of the spacecraft instrument responsivi-
ties. SERTS covers a bandpass from 29.9 nm to 35.3 nm. A radiometric calibration was
performed between flights with the re-calibrated CDS transfer source standard and pro-
vided a relative uncertainty of 25 % for the instrument responsivity, confirmed by density-
and temperature-insensitive line ratios. The SERTS-97 rocket underflight formed (together
with EGS, see Section 5.4.10) the basis for the most recent CDS NIS-1 responsivity de-
termination in first order and for NIS-2 in second order. Since SERTS as well as CDS can
clearly resolve the strong SiXI and HeII lines at 30.4 nm, this also gives information on
the spectral composition of the EIT and SEM 30.4 nm channels, in addition to the results
reported in Section 5.4.3. Comparisons of SERTS-97 observations with EIT are presently
ongoing.

5.4.6 ICAL 07

Since 1996 SUMER and, in particular, UVCS have carried out many observations of
bright, hot stars close to the ecliptic plane. The SUMER measurements ofα andρ Leo near
125 nm agreed very well with the corresponding laboratory calibration and can be taken
as verification that no responsivity loss occurred during the spacecraft integration and the
launch activities. At longer wavelengths the stellar calibration based on IUE (cf., Table 5.2)
was adopted for SUMER, because no reliable ground calibrations were available. In this
range, stellar observations also provided information on the responsivity changes in 1998
[Lemaire, 2002].

UVCS has observed approximately fifteen stars as well as the planet Jupiter. Included
are the starsα andρ Leo also observed by SUMER. Inter-comparison of the two instru-
ment calibrations using those stars is progressing [Gardner et al., 2002;Lemaire, 2002].
Several of the other stars have been observed by instruments aboard other spacecraft (e.g.,
IUE, Voyager, and FUSE). In general, the relative variations of irradiances measured by
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UVCS and IUE are less than 10 %. A comparison of the UVCS OVI channel response to
that of Voyager, observing the starτ Tau at wavelengths shorter than was possible with
IUE, shows relative agreement to within 20 %. The irradiance of Feige 110, a white dwarf
star measured by UVCS in February 2001 near 100 nm, has been compared to measure-
ments made by FUSE. Relative agreement is found to within 15 %. Yearly observations of
the bright starδ Sco have been carried out with nearly identical instrument configurations.
They show irradiance measurements without trends and relative variations of no more than
5 % over the elapsed SOHO mission time.

5.4.7 ICAL 08

This procedure was not defined.

5.4.8 ICAL 09

The ICAL 09 procedure attempted to inter-calibrate UVCS and SUMER with a coro-
nal streamer near the east or west limb. It was performed several times in 1996 with the
participation of both instruments. This inter-calibration was not successful because of the
strong radial gradient of the radiance which, for a reliable comparison, required a very
good spatial coalignment of the field of view. This could not be ascertained in the feature-
less coronal streamer.

5.4.9 ICAL 10

The radiometric cross-calibration of SOHO instruments with the HIgh-RESolution
EUV spectroheliometer (HIRES) could not be carried out, because the rocket payload
has not been launched yet.

5.4.10 ICAL 11

This JOP describes a rocket payload with the instruments EGS, XPS and MXUVI and
the radiometric comparisons with SOHO and TRACE. EGS [Woods and Rottman, 1990]
was calibrated using Beamline 2 of SURF-II. The relative uncertainty in the wavelength
band 25 nm to 120 nm was 6 % to 10 %. Five XUV photometers (XPS) (radiometers) in
the range 1 nm to 40 nm were calibrated with 10 % to 20 % uncertainty. The EGS data
were used to update the CDS calibration (see Section 5.5.1).

During the flight on 15 May 1997, SUMER observed spectra along the central merid-
ian, but was not operating on 2 November 1998, when the rocket payload was launched
again. MXUVI obtained FeIX /X (17.1 nm) images for comparison with EIT and TRACE
[Auch̀ere et al., 2001].

5.4.11 ICAL 12

This inter-calibration JOP specifies the rocket underflights in support of SEM and other
EUV instrumentation aboard SOHO. The Cal-SO rockets [Judge et al., 1999] are equipped
with a solar EUV monitor representative of SEM. It has been calibrated using SURF-II,
and transmits bands near HeII 30.4 nm and from 0.1 nm to 50 nm. The first flight on



82 5. THE CALIBRATION OF SOHO’S VACUUM-UV I NSTRUMENTATION

26 June 1996 obtained an irradiance in photons at 1 AU (astronomical unit) of 1.18 ×
1014 m−2 s−1 with a relative uncertainty of 11 % in the band (26 to 34) nm. A comparison
of this and the following flights with SEM identified a modest amount of degradation
in the spacecraft instrument, probably because of a deposition of carbon (contained in
hydrocarbon layers) on the optical surfaces. At SICWG-4, it was reported that there was
an average relative degradation of 5.5 % between pre- and post-flight rocket calibrations
of a silicon diode with aluminium filter.

SUMER observed full-Sun images in the HeI 58.4 nm line on 26 June 1996 and ob-
tained a photon line irradiance of 1.02 × 1013 m−2 s−1 with a relative uncertainty of
≈ 16 %.

5.4.12 ICAL 13

The first launch of the EIT CalRoc produced 512× 512 pixel images in all four EIT
wavebands. They have been used for deriving SOHO EIT flat-field information [Defise
et al., 1998]. In preparing this rocket underflight, tests showed that there was an EUV-
dose dependence to the electric potential distribution in the CCD charge-collection region.
The rocket flight provided input for the degradation correction, and indicated changes of
the multi-layer coatings. A second launch of the EIT CalRoc is planned for 2002 with
improved multi-layer sealing.

5.5 Radiometric Calibration in Flight

Inter-calibration activities play an important rôle in most of the in-flight calibrations,
and consequently the inter-calibration chapter was presented first. There are, however,
some aspects, which could not be adequately treated in that context. One of them is the
change in responsivity of the instruments during the attitude loss of SOHO in the year
1998.

5.5.1 CDS

Three sounding rocket payloads (EGS, SERTS, Cal-SO; see Table 5.3) on several
flights provided relevant measurements for the CDS in-flight calibration. A comparison
with the NIS-2 band of CDS led to a relative uncertainty of 15 % at HeI 58.4 nm and
25 % at either end of the band [Brekke et al., 2000]. Consideration of the wide-slit burn-in
correction later led to 18 % and 29 %, respectively [Lang et al., 2002]. The comparison
with NIS-1 at MgIX 36.8 nm uncovered a severe discrepancy of a factor of 2.75, which
is interpreted as an effect of an undetected misalignment during ground calibration. Af-
ter adoption of the MgIX point and a further refinement with the help of a SERTS-97
flight, a relative uncertainty of 15 % (in the SERTS wavelength range) to 25 % (close to
36.8 nm) was assigned to the NIS-1 band in first order. It should be noted that the SERTS-
97 instrument was calibrated using the CDS HCL and its calibration is thus traceable to
BESSY I (see Section 5.4.5). The ICAL 1 observations (CDS/SUMER) are being used
to check the laboratory calibration of the GIS-4 band (longest wavelength) [Pauluhn et
al., 2002]. The results ofLandi et al.[1999] show that there are no gross deviations be-
tween the laboratory and in-flight relative calibrations of the GIS detectors.Del Zanna et
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al. [2001] andDel Zanna[2002] applied spectroscopic methods to achieve a relative cali-
bration of all CDS channels. The incorporation of the results into the CDS calibration is
still in progress.

The SOHO attitude loss affected the CDS channels as follows: the NIS-2 band appears
to be unchanged, but a slight increase is applied to the relevant uncertainty; the NIS-1 band
may have changed by a factor of 1.5. Its responsivity is still under study [Lang et al., 2002].
The calibration of the CDS GIS appears unaffected by the loss of attitude control. CDS
was very warm during most of the time without attitude control. This is estimated to have
led to a relative reduction of≈ 20 % of the burn-in pattern. This also caused the spectral
lines to change position on the detector, altering the burn-in characteristics [Thompson
et al., 2002]. Further information, including references to in-flight measurements of line
ratios which are independent of solar plasma conditions, is given inLang et al.[2002].

5.5.2 EIT

In-flight calibration results are presented byClette et al.[2002] including grid correc-
tions, point-spread function and stray-light determinations. Also covered is the degrada-
tion of the responsivity caused by contamination and EUV-induced reduction of the CCD
charge-collection efficiency. The latter effect is responsible for most of the degradation
observed. Inter-calibration of EIT with SEM indicates a relative uncertainty close to 20 %
after appropriate corrections have been carried out. The on-board, visible-light calibration
lamp and SOHO off-point manœuvres were used to derive flat-field images and correc-
tion procedures, which also benefit from the EIT CalRoc data (see Table 5.3 and Sec-
tion 5.4.12). During the attitude loss of SOHO, EIT was very warm and the responsivities
of all channels recovered by a factor of about two.

5.5.3 SEM

The in-flight calibration of SEM is closely related to the Cal-SO rocket underflights
(see Table 5.3 and Section 5.4.11). With their help, it could be determined that a carbon
deposition of≈ 16 nm thickness had accumulated after five years in orbit, for which cor-
rection functions have been established as far as the degradation of the EUV responsivities
is concerned. After this correction, the relative SEM uncertainties in both channels are
≈ 10 %. During the SOHO attitude loss, SEM was warmer than nominal, but no change
in responsivity was reported.

5.5.4 SUMER

As for all space instruments, the most critical task was to verify that the SUMER lab-
oratory radiometric calibration did not degrade during spacecraft integration and launch.
As a relative measure it could be confirmed that the ratios of the responsivities of the
photocathodes (KBr and bare microchannel plate) for both detectors were not affected
over the entire wavelength range. With invariant line ratios the relative shape of the re-
sponsivity curves has successfully been checked and, finally, stellar observations allowed
a comparison with IUE data near 120 nm, for which an agreement within a few percent
of the individual observations was found [Wilhelm et al., 1997;Scḧuhle et al., 2000c]. A
cross-calibration with SOLSTICE on UARS (calibrated at NIST before launch and with
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early-type stars in flight) gave consistent irradiance results with relative deviations of 10 %
to 14 % in the range from 123.8 nm to 155.0 nm [Wilhelm et al., 1999], and, with the latest
SUMER calibration, even 4 % for CIV at 154.8 nm [Wilhelm et al., 2002]. The ICAL 01
data and the HI Lyman continuum measurements acquired during flat-field exposures were
used to perform calibration tracking [Scḧuhle et al., 1998]. No loss of responsivity has been
found, but rather a slight increase is seen in most of the emission lines, which is consid-
ered to be of solar origin. It should be noted that the gain of the microchannel plates is a
function of the counting rate and the total counts. Correction procedures for high counting
rates are available. In order to maintain the radiometric calibration after the accumulation
of a large number of total counts requires an increase of the operating voltage. This option
is available until the maximal voltage levels of the power supplies are reached for both
detectors.

After the SOHO recovery late in 1998, the SUMER responsivity had decreased by a
factor of≈ 1.31 for both detectors, and the relative uncertainty estimates had to be raised to
above 30 %. A final result is not yet available [Wilhelm et al., 2002]. One of the difficulties
is that the ICAL 01 spectral lines are optimized for comparisons with other instruments,
but not for an internal tracking of a potentially wavelength-dependent loss of responsivity.
SUMER was very cold during the period when SOHO’s attitude was lost.

5.5.5 UVCS

The radiometric calibration of the two UVCS ultraviolet channels has been confirmed
by several methods. The successful inter-calibrations to IUE, Voyager, FUSE, and SUMER
using stars have been outlined in Section 5.4.6, and the favourable on-disk inter-comparison
with SUMER at NV 123.8 nm was mentioned in Section 5.4.1. Comparisons of UVCS
on SOHO to UVCS/Spartan at HI Ly α were carried out in November 1998 (cf., Ta-
ble 5.3). Spartan was calibrated in the laboratory before and after its flight. Agreement
with UVCS/SOHO was found within 15 % of each other, well within the uncertainty of
25 % [Frazin et al., 2002]. UVCS/SOHO has also made measurements of the interplane-
tary H I Ly-α emission, and found a radiance consistent with the accepted value.

A number of other radiometrically-important instrument functions has been deter-
mined in flight. For example, field uniformities have been measured. A major effort has
been to track the degradation of field uniformity resulting from changes in detector gain,
and make periodic increases in the high voltage to keep the local detector responses within
5 % of the nominal values. These measurements use a combination of star observations
and grating scans of bright coronal emission lines. Details of these measurements can be
found inGardner et al.[2002] and references therein. The response of the HI Ly-α redun-
dant path in the OVI channel is dependent on the irradiation of the redundant path mirror,
which is a function of the grating angle as well as the unvignetted telescope mirror area.
These functions have also been evaluated in flight. Such observations were also used to
ensure radiometric consistency for observations common to both ultraviolet channels.

The yearly observations of several stars by UVCS indicate that there were no changes
in its responsivities as a consequence of the SOHO attitude loss, during which UVCS
experienced moderate temperature excursions. Indeed these same observations indicate
that there have been no significant changes to date at all. This is likely to be due to the
strict cleanliness programme and to the fact that UVCS has a telescope with occulter. Its
mirrors thus are not routinely exposed to direct solar irradiation.
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5.6 Conclusions

A reliable and consistent radiometric calibration of the SOHO VUV instrumentation
on the ground and in flight is a major undertaking, which is still in progress as the mission
continues. It has been closely related to the corresponding cleanliness programmes of the
spacecraft and the instruments. Together with the coordinated calibration rocket flights, the
calibration and inter-calibration activities (not restricted to SOHO instruments) have been
very successful and have led to a large database of solar VUV radiation measurements
with high accuracy from the sunspot minimum in 1996 to the sunspot maximum in 2000
and beyond. The accuracy achieved must be considered as the minimum standard for future
solar missions, which will have the advantage of building on these experiences and results.
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Whitcomb, G., The history of the SOHO mission,ESA Bulletin86, 25–35, 1996.

Judge, D.L., McMullin, D.R., Ogawa, H.S., Hovestadt, D., Klecker, B., Hilchenbach, M.,
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20:20 Vision and SOHO Cleanliness

RON THOMAS

former ESA/ESTEC, Noordwijk, The Netherlands
private Whiteoaks, Monkmead Lane, West Chiltington, UK

A summary of the SOHO cleanliness efforts, from spacecraft design to in-flight ac-
tions, is given. The measures taken to ensure an as stringent as possible cleanliness pro-
gramme and their outcomes are critically reviewed.

6.1 Introduction

Firstly, I am greatly honoured to have been invited to give this paper especially as I
retired from ESA in 1998. However, my present status means that I have not had full access
to the records from the project time so I must apologize if many of the statements I make
are without substantive references. I hope to point out many of the areas of cleanliness
control which are based on opinions rather than cold scientific data, but which, with the
benefit of 20:20 hindsight, appear to have been justified by the results each instrument has
returned in the past five years, double the minimum contractual life. I must also qualify
my statements as being personal, from one inside the ESA project team: a rather blinkered
view of the sum of the activities leading to SOHO.

The 20:20 vision of the title is also linked to the concept of perfection, implying here
that the performance of the instrument optics and detectors would not be compromised by
the degrading effects of contamination, whether by dust particles or by molecular deposi-
tion. I propose to discuss these effects briefly, reviewing the controls applicable sequen-
tially from instrument design through spacecraft integration and test, launch and post-
launch activities. I shall also discuss possible molecular contamination modeling as could
have been applied to instruments and as was applied at spacecraft levels.

6.2 Planning Phase

6.2.1 Cleanliness Guidelines

One of the first tasks I undertook on joining the SOHO Project team in late 1989 was to
produce a Cleanliness Control Plan (seeESA SOHO EID-C[1990], especially Section 5),
somewhat misnamed, but spelling out for those instrument teams with low sensitivity to
cleanliness hazards advice of the greater risks and ways to minimize their effects on more
critical hardware. This plan was written specifically for SOHO already knowing which
instruments were planned and how the spacecraft was to be built even if the final layout
of ‘black boxes’ was still fluid. I am quite sure that the teams for the critical instruments
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were familiar with the recommendations, but no criticisms were raised even if some of the
ESA contractors were reluctant to acknowledge the implications. A series of workshops
supported by Jim Austin of Ball Bros. reinforced the message among the instrument teams,
leading to beneficial changes in at least one VUV test area.

Design advice given was to ensure that optical boxes were arranged to eliminate sources
of contamination, both particulate and molecular and to facilitate cleaning to remove dust
trapped in assembly. I use the electronic concept of sources and sinks for cleanliness, with
examples of dust sources being mechanisms, sliding surfaces and, in rare cases, paint-films
degraded by poor processing. Molecular sources are more widespread: paints, potting ma-
terials, lubricants and plastics of all kinds being typical. The sinks for dust are the slits,
mirrors and detectors of the optics, though in most instruments dust particles will not col-
lect preferentially in any one area. Molecular sinks are all too often the detectors since
these are usually cooled for low noise and the residence time for molecular species in-
creases by a factor of ten for a 25◦C reduction. For SOHO, the fascination of staring at
the Sun in the ultraviolet, brought the danger, for several instruments, of polymerisation of
the contaminating species, leading to permanent degradation. Here the danger is greatest
at the input window, if present, as the illumination is there most intense, while the risks
are greater at shorter wavelengths. Taking MDI as an example, its input window, while
in full sunlight, passed only red light, with a bandwidth of only 5 nm and so, within the
instrument, became almost immune from polymerisation.

6.2.2 Early Flight

One early recommendation was that instruments should be slow to open doors to max-
imize time for outgassing, particularly since science was only planned for the halo orbit,
which was expected to be reached some five months after launch. An unstated reason was
that time would be required for the attitude-control capabilities to be demonstrated and
mis-pointing with an open optics path might lead to overheating of black paint at the in-
strument ‘front ends’ or polymerisation of early outgassed products.

6.2.3 Assessment of Needs

Roughly at the end of phase B, I was asked to assess each instrument from the point
of view of cleanliness to verify that all were capable of success. Dry-gas purging was
considered essential for the majority of instruments while the practicality of using indi-
vidual purge carts was poor. Hence I advocated the fitting of a common purge system for
the payload module (PLM) and a shared purge cart. Since the purge gas could be a com-
mon mode failure for all the instruments concerned, that implied a cart with high quality
molecular, particulate and humidity filters, with two bottles and a spectrograph to enable
monitoring of the molecular cleanliness of the gas. This became expensive in both capital
and manpower terms, but autonomy allowed intervention to be at one week intervals.

6.2.4 Spacecraft Layout

The design of SOHO lent itself rather well to cleanliness of the payload though im-
provements in certain areas were adopted. The division into service and payload modules
was the most important feature, for almost all of the electronics units could be housed
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within the service module (SVM) and it was feasible to arrange a collective venting of
outgassed products via the−X end, as remote as possible from the ‘business ends’ of the
instruments. (X,Y andZ refer to spacecraft coordinates.) The instrument electronics and a
relatively low number of service units could be fitted to the outside of the PLM box struc-
ture, mainly at the−X end. These units were to be covered with thermal blankets which
could have the secondary function of collecting unit outgassing and redirecting it away
from the+X surface of the spacecraft. A very few electronic boxes had to be housed close
to the+X surface, with several mounted on a floor just below that. In the first designs,
the volume between these planes would have vented around the VIRGO sensor, directly
into full-intensity sunlight and close to several instrument apertures. That was avoided by
increasing the gas flow impedance around VIRGO and arranging a low impedance vent,
facing−X, adjacent to UVCS.

6.2.5 Assessment

Almost all instruments chose to enclose their optical systems to allow close thermal
control and stray-light protection with the benefit that contamination from external sources
was thereby minimized. Their optical surfaces were susceptible to contamination from par-
ticulates and chemical deposition, the latter most likely where the detectors were operated
at cold temperatures for low noise. With the additional adoption of shutters, which would
be closed throughout virtually all of ground testing, the risks of instrument contamina-
tion of either type became controllable, with the possible exception of thermal vacuum
(TV) exposure. This isolation of instruments from the spacecraft and from each other also
had political benefits; any contaminated instrument was likely to be self-contaminated and
therefore each instrument team had to do what was practical to eliminate dust generators
and to control outgassing, while the spacecraft level risks were almost confined to guaran-
teeing the cleanliness of the purge and the TV exposure.

Assembly and test activities at spacecraft level remained a concern since the contrac-
tors had offered a standard class 100 000 cleanroom for both activities, with some test
work in less clean conditions. At length, Matra Marconi Space (MMS, Toulouse) accepted
to complete the PLM in class 1000 conditions and a ‘clean tent’ was erected over the space-
craft in much of its time at Intespace for test preparation and mechanical testing. The PLM
was assembled first at MMS (Portsmouth) and, in spite of the care taken to limit particle
deposition, witness-plates under the hardware sometimes showed high levels of deposits.
Given the complexities of the mechanical integration with the electrical harnesses (includ-
ing test hardware for vibration and thermal testing) I rather doubt that those levels could
have been improved by practical measures. The solution was, and is, to vacuum clean all
surfaces at reasonable intervals, certainly before closing volumes by the addition of other
boxes or installing thermal blankets.

That philosophy broke down later in two ways. Firstly, multilayer insulation (MLI)
using indium titanium oxide (ITO) as an external coating can carry enough charge to at-
tract and retain particles while attempts to remove them often release new particles from
the operator’s clothing. Secondly, the MLI internal to the Atlas fairing was not cleaned to
that standard, while time and contractual difficulties prevented further cleaning operations.
The thermal lining of the inner shroud had been cleaned in a class 100 000 facility before
delivery, but was non-conductive and attracted charged particles after unpacking. Admit-
tedly the particles probably remained attached to the shroud during launch and separated
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with it. By design, the spacecraft and instruments were effectively closed throughout the
pre-launch and launch activities.

6.3 Implementation Phase

6.3.1 Verification

One deficiency was the verification of the cleanliness inside each instrument. Dust can
be measured in several ways. We are familiar with the definition of cleanrooms or benches
as class 100 000 or 100, which refers to the number of half-micron particles1 present in a
cubic foot of air downstream of the cleanroom filter (there are also as many as 700 particles
of >5 microns size in the class 100 000 air stream). That quantity can be measured by
meters which sample the air, but that is a poor guide to the number of particles that may
become trapped in hardware (more details seeESA PSS-01-201). Please note that at the
recommended air flow for a cleanroom of 90 ft min−1, 1.3×1010 half-micron particles
pass over the hardware per day in a flow cross-section of 1 ft2 (1 ft = 30.48 cm = 0.3048
m). Given the box-like forms of instruments and spacecraft, turbulent flow will lead to
some fallout, at least of the larger particles. It is possible to use witness-plates to trap
some of these particles and the fallout can be quantified in classes of size or summed
as ‘obscuration’ factors: meaningful if optical transmission rather than scattering is the
prime concern. However, the real problem is that there is no way that witness-plates can
be placed in the critical areas of an instrument and still less is it practical to allow removal
of the plates at regular intervals for counting particles; in fact the intervention is likely to
introduce more particles than were collected in the passive intervals.

In principle, verification of molecular cleanliness could use the instrument optics but
not usefully in the ultraviolet. More practically it depends on quartz-crystal monitors
(QCMs), usually temperature-controlled, and several of these were used in the system-
level thermal vacuum test phase for SOHO. Such QCMs could be fitted inside instruments,
though complexity is added by the desirability of cooling them to at least 25◦C below that
of the coldest optical element. Again, the QCM cannot be located at the most optically-
critical location. This latter disadvantage is reduced if the box is virtually closed since out-
gassed molecules will find, and be retained by, the coldest surfaces within the box. Again,
witness-plates could be fitted inside the box for periodic removal and measurement, but no
more conveniently than for particle verification.

6.3.2 Particles

These fall into two classes, with the larger and denser being of mechanical origin
caused by machining swarf either trapped in crevices of the assembly or perhaps generated
while screws are being tightened or when moving mechanisms are operated. Such particles
may be visible to the naked eye, particularly if a strong, grazing-incidence light is used as
an aid to inspection. Lower density particles are generated by people and include hairs,
skin particles, lint from clothing and paper debris. The largest of these can be seen most
easily if illuminated by ‘black’ light, as they often fluoresce, but the finer particles may be
overlooked. There are plastic tapes (with clean adhesives) that may be used to lift particles

11 micron = 1µm = 10−6m
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too small to see without optical aids. These are most often used for verification that a
surface is clean, either by manually counting the number of particles within certain size-
classes in a given area, or by using camera-scanning of optically-enlarged views of the
tape to automate counting. Reasonably efficient cleaning may be achieved by the use of a
vacuum-hose, possibly with either a (bottled) gas jet or an artist’s brush, but a few large
lint-fibres often appear in the course of even careful cleaning.

To minimize the number of particles within an assembly it is recommended to:

1. Design the inner surfaces of the optical enclosure to be as smooth as possible, even
polished if that is optically acceptable.

2. Use generously radiused corners between inner surface planes.

3. Avoid blind holes drilled from the inside, and preferably fit screws from the inside.

4. If screw mechanisms are needed (for focusing), try to fit shields (bellows or tele-
scopic) over the screws to avoid wear- or lubricant-debris escaping to the optics. If
this is impossible, try to shield the motors, gears and bearings of mechanisms from
a direct view of optical elements.

5. Take special care with harnesses; the insulation can attract charged particles and the
bundling of cables makes cleaning difficult. The use of an overall sleeve is one way
to retain particles within it, but note that a shrink-sleeve stiffens the harness and may
increase the quantity of outgassing; a better solution may be to use a flat cable.

6.3.3 Molecular Cleanliness

Some of the above recommendations apply also for molecular cleanliness but addi-
tionally:

1. Only use materials known to be clean in the application (no plasticisers).

2. As item (1) is too idealistic, at least minimize the quantities, in volume and exposed
areas (the larger and more deleterious molecules have to diffuse their way through
the bulk) and that may reduce the outgassing rate to acceptable values. Overcoat-
ing the exposed areas with materials to still further reduce diffusion rates may be
worthwhile.

3. Accelerate the outgassing by vacuum baking before the critical optics are installed
or apply dry-gas purging.

4. Consider adding cold surfaces to preferentially trap outgassed material and so pro-
tect critical optics.

5. Note that anodised aluminium has a much higher surface area at molecular level
than is apparent; polish or paint to block the pores.

6. Honeycomb structures should use perforated cores and the outer skin of the structure
should be vented (1 mm diameter holes at 100 mm spacing for example).
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7. Note that lubricants used in the conductor drawing process for cables may be trapped
under the insulation and may exude in vacuum; a sensible precaution might be to
seal the ends with a potting compound, combined with the sleeve as suggested for
particle control of cables.

8. Remember that an Electronical Ground Support Equipment (EGSE), used near op-
tics in assembly or test, does not use space-clean materials and becomes warm or hot
in use and so will outgas; at least direct fan-assisted exhausts away from the optics.

9. Where a detector is the coldest item in an optics enclosure, have recourse to lo-
cal, intermittent heating to drive off any condensed material; try to ensure that the
emitted material does not return to the detector on recooling.

6.4 System Test Phase

6.4.1 Mechanical Testing at System Level

Acceptance testing of large spacecraft involves much handling in buildings that are
difficult to clean and it is rare for facilities to do more than meet the general particle clean-
liness level of a 100 000 cleanroom given the need for overhead cranes, acoustic chambers,
vibration and mass properties test equipment. Under this classification I would also add
electromagnetic test facilities, partly because of the need for cranes but also recalling the
fact that the walls and ceilings are covered with conductive foams, impractical to clean
and liable to release carbon-loaded dust with age.

At equipment and instrument level, it may be practical to wrap the hardware in clean
plastic but at spacecraft level complete coverage is impossible. For SOHO’s tests a com-
bination of clean tents and bags open only at their bases provided some protection as far
as particulates were concerned, but transfers between these and the test hardware briefly
expose the spacecraft to the basic test-hall cleanliness, much below that used in spacecraft
assembly.

6.4.2 Thermal Vacuum Testing at System Level

As foreseen in EID-C, the system-level thermal balance test was a high contamination-
risk operation and extraordinary measures were taken to minimize this risk. The most valu-
able measure was to insist on an in-chamber instrument purge system, used both in the
first part of pumpdown and, more importantly, during recovery. Ideally, the latter opera-
tion would have relied solely on the instrument purge to refill the chamber before warming
the shrouds, which, having been at 80 K throughout the tests, collected all the material
outgassed from the spacecraft and otherwise might have been returned contamination to
the latter’s external surfaces. However, the duration of such a recovery phase would have
exceeded a week and would have been very expensive. As a result a compromise was
reached. The chamber was actually repressurised through the instruments to 1 mbar, at
which pressure the molecular free path is≈ 1 m, after which the shrouds could be warmed
and the chamber repressurised via its normal system. Measurements of the material de-
posited on witness-plates attached to the outer surface of the spacecraft showed acceptable
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Figure 6.1: Quartz-crystal monitor QCM B warming at 110 hrs.

cleanliness after test, proving the recovery was effectively clean (but admittedly not prov-
ing it was necessary). Incidentally, one witness-plate showed anomalous deposition, which
subsequent analysis indicated was associated with the local use of a non-flight-approved
tape to support test instrumentation. Fortunately it was used in small quantities and in
non-critical areas.

Giving more confidence in the cleanliness of the spacecraft during this test was the use
of thermally-controlled QCMs located beside the PLM and looking at it. These were nor-
mally operated at−50 ◦C and sampled the outgassing, most of which was trapped on the
shrouds behind the QCMs and at−190 ◦C. At various intervals these QCMs were heated
in steps of 10◦C until +30 ◦C, the step durations being thirty minutes. These warming-
cycles showed that 82 % of the deposits vanished at temperatures of+10 ◦C: below the
expected faceplate temperatures of the instruments and of the+X panel. Figure 6.1 shows
one such warming cycle for QCM B at 110 hours into the thermal balance (TB) test. The
dotted lines indicate extrapolation of the reducing mass deposits on the QCM as its tem-
perature is varied; these indicate that if the temperature plateau of 0◦C had been held for
some hours then the clean up would have been achieved without further warming. From
these observations it was concluded that the+X cleanliness-critical areas were not at risk
from spacecraft outgassing.
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6.5 Cleanliness Modeling

6.5.1 Background

Much of my cleanliness experience came from the Hubble Space Telescope (HST)
programme when I was involved with ESA’s Faint Object Camera (FOC) instrument (fly-
ing on HST until March 2002). This was designed to count photons in the range 121 nm
to 800 nm at very low levels of illumination. To minimize molecular deposits on the op-
tics, an extensive test programme was performed on most of the materials used within
its optical enclosure and this was used to identify cleaner materials or a need for either
‘space-conditioning’ or shielding with metal foils. The tests applied were termed Vacuum
Balance and Quartz Crystal (VBQC) tests and involved heating a small sample of the sub-
ject material in vacuum and measuring, continuously over several days, sample mass-loss
and the mass gained by a QCM; for the FOC, a standard QCM temperature of−25 ◦C
was used while the sample was heated to+50 ◦C. An early extension of the test increased
the sample temperature to 80◦C or more for a short time to represent ‘space condition-
ing’, a process that could be applied to instrument hardware to drive off contaminants
before sensitive detectors or optics were fitted. Some years later this VBQC test was fur-
ther modified to progressively heat the samples to (+50, +75, +100 and +125)◦C, with
step durations of 24 hours [van Eesbeek and Zwaal, 1985]. I have reservations about the
utility of the higher source-temperature tests (except as guidance for space conditioning)
as the outgassed molecules may include thermal-degradation products.

The general observation was that the condensed material tended to be only about 1 %
of the mass emitted while much of the material loss occurred in the first ten hours of
pumpdown, being water vapour and adsorbed gases. Curve-fitting techniques were used
to predict the outgassing over longer periods. For example, data taken at+50 ◦C were
used to model the FOC contamination for the required five-year lifetime. Given that this
temperature was some 33◦C above the FOC’s controlled condition while the QCM was
42 ◦C cooler, it is clear that the predictions would be pessimistic, but narrower test-ranges
would have required tests of much longer duration.

The model applied to the FOC is described here since, in principle, similar models
could be applied to any nearly closed box. The FOC had a volume of 1 m3 and an internal
surface area of 8 m2 which was coated with black paint. Ignoring the mirrors and filters
of the optical path, the critical area of the detector faceplates was about 13 cm2. From the
VBQC test data for the paint in question (Figure 6.2), extrapolation of the curve fitting
indicated that 0.003 % of the paint-film mass would be deposited on the optics after five
years. The test showed that heating the paint to 80◦C for 24 hours eliminated much of
the outgassing and a lower deposition rate would apply in the real case. Accordingly,
the structure of the enclosure was vacuum-baked under those conditions before assembly.
The temperature used was the highest acceptable to the structural engineers in view of
the materials involved. With an applied paint mass of 10 mg cm−2, the contamination
expected would then be 300µg cm−2. This assumes that the sticking coefficient for the
molecules concerned would be identical for quartz and the actual MgF2 faceplates. The
fact that much of the painted area was not in direct view of the faceplates is unimportant
since the volume was effectively closed, hence any given molecule would find its way
to the detector at some time after many collisions with other molecules or the enclosure
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Figure 6.2: Vacuum Balance Quartz Crystal (VBQC) test, Chemglaze Z306 Paint. Up-
per curve shows measured Volatile Condensable Materials (VCM) data over 22 hours at
+80 ◦C, then at+50 ◦C for a further 24 hours, indicating a saving of 85 % of that out-
gassing without vacuum baking.

walls. Similar calculations were performed for the deposition of molecules from the other
materials used within the enclosure.

Naturally, if the FOC had had a large vent to space then corrections would have been
required to allow for its pumping capacity, but light-tightness did not allow this and a large
vent would have facilitated ingress of contamination from external sources.

Not mentioned so far is the fact that all these surfaces were at the same temperature
(+17 ◦C). Had the detector-faceplate been at a substantially lower temperature then con-
tamination residence times would have been much longer and the thickness of the deposit
greater. In the absence of measured data it would be reasonable to use the Arrhenius factor:
as a rough rule the residence-time and deposit-mass are extended by an order of magnitude
per 25◦C cooling. This simple approach is invalid for temperature differences greater than
about 25◦C. In such cases modelling followingvan Eesbeek and Zwaal[1985] is more
realistic. Likewise the FOC never saw high levels of UV radiation since it was designed
to count photons received frommV = 28 stars. Residence times could otherwise have
become infinite. Chemical effects between the surfaces and the deposited molecules were
neglected.

Another material was used in significant quantity and had a less acceptable outgassing
rate as measured in the VBQC test. The (potting) material choice was imposed by other
considerations but was accepted for cleanliness since the exposed surface was in fact rather
small. Thus the outgassing rate reduced to a much more reasonable figure. Ideally, the
diffusion rate for molecules through the material should have been measured to justify
this reduction, but tests to determine this failed to produce reliable data. For still another
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Figure 6.3: Total mass loss (TML) of Solithane at+80 ◦C. Upper curve in vacuum, lower
at ambient pressure.

imposed material with a high outgassing-rate, a solution was found by glueing aluminium
foil to the exposed surface of the material wherever possible, so reducing the exposed area
from which molecules might be emitted.

6.5.2 Cleaning by Purging

One other technique is worth mentioning. Most of the other instruments of HST used
gaseous N2 purging once their structural enclosures were complete. The main reason for
that was to reduce the moisture content of the carbon fiber reinforced polymer (CFRP)
materials of their optical benches to a figure close to the orbital operational values, with
the added benefits of reducing the volatile material content of the internal components.
Such dry-gas purging is nearly as effective in removing potential outgassing as vacuum
baking, which is rarely possible at elevated temperatures at instrument level. Figure 6.3
shows the results of one experiment with Solithane, heated at+80 ◦C, with the upper
curve showing weight-loss versus time for a sample in high vacuum while the lower was
heated at ambient pressure. Clearly the latter is less efficient at driving off volatiles, but it
is much cheaper and easier to arrange [Zwaal, unpublished data].

6.5.3 Modeling External Cleanliness

Described above is one method of modeling contamination quantities within an instru-
ment, but this needs extension to contamination from external sources. In flight these are
contained in or on other instruments, the spacecraft “service” hardware and thrusters, while
for the brief period of the launch, the environment produced by the launcher needs con-
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sideration. This would have been difficult and expensive to completely model for SOHO
and it was agreed to merely calculate the deposit on MDI’s window since its size and lo-
cation were well-known to Matra Marconi Space. For other instruments, a calculation of
the deposit on a notional window at the instrument’s aperture would have been possible,
but the probability of a molecule entering that aperture would depend on its velocity, on
the molecular-flow impedance of the aperture and on the probable gas-flow from the in-
strument. Note that a high flow-impedance also leads to a positive out-flow in early flight
so reducing the probability of ingress. In general any attempt to calculate this probability
is likely to be unreliable.

Even to calculate the contamination on an entrance window is difficult. The method
adopted for SOHO was to estimate the outgassing from the spacecraft by summing all the
rates from the materials of all the sources, knowing their masses, assuming the material
reached, and uniformly coated, a sphere of 10 m diameter around SOHO and then that 1 %
was reflected, not radially, back to the spacecraft. For simplification, no re-emission was
considered, which is reasonable for the−X, Y and Z surfaces since their skin (thermal
blanket) temperatures were extremely low.

Unfortunately, the VBQC test data were limited to total mass-loss (TML) rate data,
which I do not consider really appropriate, especially for external modeling. Taking Kap-
ton as an example, 99 % of its TML is water, or equally volatile material, lost within a few
hours of entry to vacuum and does not condense on surfaces warmer than−25 ◦C. That
loss of material is of little consequence given that the instrument apertures were closed for
much longer.

The assumed isotropic distribution of outgassing was also false since the thermal blan-
kets and boxes were generally vented towards the−X direction (or outboard where this
was not possible). The assumption was made as a simplification since the actual vent forms
and locations were not well-known while in some cases a vent-flow to the−X direction
might be redirected by impinging on other hardware. The conclusion was that deposits
would be about double the specified values, but would be mainly deposited prior to open-
ing the instrument-sensor doors. It could well be the case that this modeling was an un-
necessary luxury but the actions taken to control the outgassing direction I consider to be
fully justified by the experience from NASA’sLDEF (Long Duration Exposure Facility,
1984/90) and ESA’sEURECA(EUropean REtrievable CArrier mission, 1992/93), where
thick, brown deposits were associated with gaps or overlaps of thermal blankets. External
modelling could be necessary for other spacecraft designs such as those where instruments
cannot be closed or are scattered over the structure.

Modeling of likely contamination within a thermal vacuum chamber might have been
more useful, though the practical experience reported above indicates that it was not nec-
essary. The greatest risk comes in the repressurisation phase. As the chamber is brought
back to room temperature, material may be released from the shrouds since they will have
acquired almost all the spacecraft material outgassed throughout the test.

Contamination modeling of the plumes from the on-board thrusters was more useful
in my opinion. Those firing towards the+X direction (approximately) could have con-
taminated several instruments (mainly their radiators, where fitted), but, after considering
the local surface temperatures, the residence times of the plume products was shown to be
unimportant. Similar modeling of the launcher upper-stage, post-separation thruster oper-
ations showed acceptable deposits, even with unacceptable spacecraft attitudes (failed tip
off springs, etc.).
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6.6 Flight Experience

6.6.1 Long Term Results

After approximately five years of operation, none of the cleanliness-critical instru-
ments has reported unacceptable degradation due to contamination. Two have reported
some effects. EIT had been maintained under a moderate vacuum throughout ground-build
and test but the pressure was limited to about 1 mbar. Launch brought a rapid improve-
ment believed to be due to loss of water adsorbed during storage on the ground. However,
the cold CCD tends to build up contamination and requires heating at intervals of one
or now two months to restore performance. (See also next paragraph.) CELIAS/SEM has
noticed a gradual deterioration consistent with an exponential accumulation of 15 nm of
carbon over 1300 days. This sensor was a late addition to the payload and was fitted in a
non-optimum location behind the+X plane and close to thermal insulation.

6.6.2 Loss of Attitude Control

About thirty months after launch and just four months after the expiry of the con-
tractually-required life, attitude control was lost by a combination of human error and
wear of the gyros, and SOHO entered a flat spin with Sun on the spacecraft sides. This
was highly undesirable from a contamination point of view because until then the sides
had been cold-sinks for outgassing and the+X end had been warm and, therefore, rel-
atively free of contamination. In the flat spin this plate became very cold and the sides
in turn became hot so releasing molecular contamination and risking some deposition on
the +X plate. After the near-miraculous recovery, there was a chance that some of this
contamination might enter the instrument apertures. Examination of the temperature plots
for the+X plate does show a gradual increase with time, consistent with darkening of the
reflector surface caused by polymerisation of outgassed and deposited material. The rate
of temperature-increase fell with time, as expected, since outgassing rates gradually fall.
Figure 6.4 (courtesy of J. Candé of ESTEC) shows the mean temperature (data points)
of the Optical Surface Reflector (OSR) plate with a curve showing the predictions based
on expected changes of absorption. The discontinuity at about 1060 days represents a re-
duction of heater power applied to the plate. Careful inspection of the plot does show a
small step increase (≈ 0.5 ◦C) following the interruption of operations, but not one of any
real concern. The danger of degrading the instruments was minimized anyhow since doors
remained closed until two days or so after attitude recovery. There are no other indications
on the spacecraft of any contamination which resulted from the loss of attitude.

Fortunately, the loss of control occurred after preparations for a planned manoeuvre
and instruments with doors had closed them beforehand. EIT and SEM did not have clos-
able doors and so were exposed to any release of contamination from the previously-cold
MLI. The event resulted in long exposures to abnormal temperatures in the absence of
spacecraft power and the varying attitude. SEM, EIT and CDS were hot and SUMER,
VIRGO and LASCO were cold while UVCS was probably a little colder than usual. SEM
did not see any adverse effects as a result of the eighty-day shutdown while EIT experi-
enced a considerable gain in response, thought to be due to CCD temperatures of+50 ◦C,
some 30◦ higher than the usual bake-out temperature. CDS detected no change in the GIS
and NIS-2 responses, but significant loss was seen in NIS-1. The detector of NIS-1 is
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Figure 6.4: Mean Optical Surface Reflector (OSR) temperature versus flight days.

the same as that of NIS-2 so it is possible that some thermo-mechanical distortion of the
grating may explain the change, noting that CDS may have reached+80 ◦C. SUMER ex-
perienced a 31 % loss of responsivity which is believed to be associated with the cooling
of its primary mirror from the normal+80 (+40 if the door is closed) to−80 ◦C. The re-
sponsivity has not subsequently recovered so it is assumed that some of the material which
condensed on the mirror has now been polymerised by unfiltered sunlight. VIRGO also ex-
perienced changed responses of 300 ppm in PMO6V-A and 70 ppm in DIARAD-L, but not
in the redundant sensors. The explanation for that is unclear. Neither LASCO nor UVCS
reported any performance degradation due to contamination in this phase. No reports of
changes were available for the particle instruments CEPAC and CELIAS or for GOLF,
MDI and SWAN. All of those instruments are less sensitive to molecular contamination
than the others discussed above. From these results it is clear that SOHO’s instruments
have been remarkably successful in avoiding contamination-related degradation.

6.7 Conclusions

I believe SOHO has proved to be a clean spacecraft and more than met its ambitious re-
quirements for performance. Less certain is whether a reduced programme of cleanliness-
control would have achieved the same ends. The costs of the modeling analysis could
have been saved, and maybe some of the anti-dust precautions at Intespace could have
been dropped with more attention being paid to surface cleaning on completion of the test
phases, but the risks could not be justified at the time.

I hope the date of the next ESA Sun-staring spacecraft will be earlier than 2020, but
wish the experiments success equal to that of SOHO and, finally, that SOHO may continue
to be of scientific value for years to come.
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The radiometric calibration of the Coronal Diagnostic Spectrometer (CDS) on SOHO
is discussed. Following a brief overview of CDS, its laboratory calibration, cleanliness
programme, application of the calibration and in-flight calibration are described. The status
of the calibration of the instrument five and a half years into a mission with a nominal
lifetime of two years is given. Overall, the radiometric calibration is well-understood and
continues to be satisfactory as the SOHO mission continues.

7.1 Introduction

The Coronal Diagnostic Spectrometer (CDS) on the SOHO spacecraft observes the
Sun in the 15.0 nm to 78.5 nm wavelength range. Measurements of the intensities of spec-
tral lines and line profiles allow the derivation of electron temperature, electron density,
flow and abundance measurements for the plasma constituting the outer solar atmosphere.
The international team building CDS recognised that to maximise the return from their
investment it was necessary to have the best-available radiometric calibration. In addition,
it was noted that previous vacuum-ultraviolet (VUV) and extreme-ultraviolet (EUV) ex-
periments had problems whereby the responsivity of the instrument deteriorated while in
space, curtailing the observing programme. This was attributed to contamination migrat-
ing to the optical surfaces and being irreversibly polymerised by the solar radiation. Thus,
in common with the other SOHO experiments and the spacecraft team, a stringent clean-
liness programme was introduced. In addition, the CDS team allowed a long, post-launch,
out-gassing period of three months. This paper reports the status of the radiometric calibra-
tion of CDS five and a half years into a mission with a nominal lifetime of two years. The
next section gives a brief overview of CDS, while the following three sections describe
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Figure 7.1: The CDS optical layout. The overall dimensions of CDS are 1.7 m by 0.50 m
by 0.46 m. The distance from the entrance aperture to the entrance slits is 0.83 m and from
the slits to the normal-incidence grating is 0.74 m.

the cleanliness programme, the laboratory calibration and the application of the calibra-
tion. Then the in-flight calibration situation is outlined. The penultimate section contains
details of the status of the calibration and is followed by the conclusions.

7.2 Overview of CDS

CDS is a combined telescope and dual-spectrometer, and a full description has been
given byHarrison et al. [1995]. The optical layout is shown in Figure 7.1. A grazing-
incidence telescope in a Wolter-Schwarzschild II configuration is focused at the common
entrance-slit of a pair of spectrometers via a scan mirror. Only two parts of the full figure
of revolution are used. Two apertures immediately in front of the telescope and lightstops
behind define two different optical paths, which illuminate the two spectrometers through
the slit assembly. The field of view is 4′ by 4′ and full-Sun coverage is obtained by moving
the whole instrument on its legs.

In the stigmatic Normal Incidence Spectrometer (NIS), a pair of toroidal gratings is
used to give diffracted images of the entrance slit on the detector. The gratings are slightly
tilted with respect to each other, allowing the two spectra to be imaged simultaneously on
the two-dimensional detector, a micro-channel plate (MCP) intensified CCD [Thompson
et al., 1992]. The scan mirror is used to build up images by rastering the solar image
across the slit. The wavelength ranges are for NIS-1 from 30.8 nm to 38.1 nm and for
NIS-2 from 51.3 nm to 63.3 nm. In the astigmatic Grazing Incidence Spectrometer (GIS),
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Figure 7.2: The QCM readings since the launch of SOHO. The NIS and GIS data are plot-
ted as◦ and + respectively. The temperature is in degrees Celsius. The areal density is in
nanogram per square centimetre which is equivalent to a layer thickness of 0.01 nm cm−2

for a material density of 1 g cm−3. The areal densities measured are well below the allo-
cated end-of-life density of 2µg cm−2.

radiation diffracted by a spherical grating at grazing incidence is dispersed on to four
one-dimensional, windowless, triple Z-stack, MCP detectors with spiral anode (SPAN)
readouts [Breeveld et al., 1992;Breeveld, 1995]. Images are built up by moving both the
scan mirror and slit. The wavelength ranges are for GIS-1 from 15.1 nm to 22.1 nm, for
GIS-2 from 25.6 nm to 33.8 nm, for GIS-3 from 39.3 nm to 49.3 nm and for GIS-4 from
65.6 nm to 78.5 nm.

7.3 Cleanliness

The use of normal-incidence diffraction gratings and grazing-incidence optical com-
ponents drove the contamination control requirements. The design of CDS to minimise
contamination, the component cleaning procedures and screening programme, and the
monitoring of the contamination in the instrument and its environment are described by
Kent et al.[1993],Kent et al.[1994] andHarrison et al.[1995]. For in-flight contamina-
tion monitoring two quartz-crystal microbalances (QCMs) are used; one is mounted close
to the NIS gratings and the other close to the GIS detectors.

The QCM readings since the launch of SOHO are given in Figure 7.2. The areal den-
sity plots are given in units of nanogram per square centimetre which, assuming a material
density of 1 g cm−3, equates to a layer thickness of 0.01 nm cm−2. The figures show a
relationship between areal density and temperature. This is due to two effects. Firstly, the
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temperature of materials directly influences their out-gassing rates and, secondly, in spite
of the QCM operating at the beat-frequency of the matched crystals, there is still a resid-
ual temperature-dependent frequency effect. The loss of attitude-control of SOHO (four
months from loss to complete recovery) is clearly seen in the large temperature and areal-
density steps in 1998. During the loss and much of the recovery, CDS was at a temperature
of around 100◦C, well above the 0◦C to 40◦C range over which it had been tested in the
laboratory. However, despite this, the deposited thickness on the quartz crystals, and hence
on the optics, is still significantly less than 10 nm (the budget was 20 nm) after more than
five years of operation. CDS is still significantly warmer after recovery and this proba-
bly relates to degradation in the performance of the multi-layer insulation which occurred
during the loss-of-attitude.

7.4 The Laboratory Calibration of CDS

The laboratory calibration of CDS was achieved using a secondary standard which
was radiometrically calibrated by PTB in Berlin using a primary standard of radiation, the
BESSY I electron storage ring. A high-current, hollow-cathode discharge lamp provided
the EUV radiation. It is very stable and reproducible (with a relative standard uncertainty
of 7 or 8 %). The output from the 1 cm diameter hollow cathode is stopped down by a
0.6 mm diameter pinhole, which is at the focus of a Wolter II telescope used to provide a
collimated output beam 5 mm in diameter. The calibration of the source (lamp and tele-
scope) and its use for calibration is discussed byHollandt et al.[2002]. A report on the
calibration of CDS carried out at the Rutherford Appleton Laboratory (RAL) was pre-
pared byBromage et al.[1996]. This has been superseded by the work ofLang et al.
[2000]. The former contained an error in the interpretation of the GIS line-widths; a factor
of 1.6 (GIS-4) to 1.02 (GIS–1) instead of unity was mistakenly introduced to allow for the
grating illumination during the calibration. In addition, the latter work included the effects
of polarisation on the interpretation of the results, gave the responsivity as a function of
wavelength for the NIS, a responsivity for NIS-2 in second order and a re-analysis of the
GIS data. The relative standard uncertainty in the radiometric calibration was estimated
at around 30 %. Considering the responsivity measurements for NIS-2, there was good
agreement between the calibration and the predicted response, which was based on some
measurements, for example, grating response and quantum efficiency (QE) of the detector.
For NIS-2 2nd order and NIS-1 there was a factor of ten difference compared to the model
and this is attributed to the QE used in the model. For the GIS there was about a factor
of twenty compared to the model, but the model was much poorer than in the NIS case.
Note that the relative uncertainties on the calibration are less than previous EUV satellite
instrumentation, e.g., Skylab S055 35 % above 45 nm and a factor of two below 45 nm
and over most of the range covered in second order [Reeves et al., 1977], Skylab S082A
40 % for a line intensity ratio [Dere et al., 1979] and a factor of two for a line intensity
[Dere, 1982].
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7.5 Application of the Calibration

The application of the calibration, including information on obtaining the necessary
software and its documentation, is described byLang et al.[2000]. The uncertainty bud-
gets for various observations such as individual line intensities in NIS and GIS, line ratios
between NIS-1 and NIS-2 and pairs of GIS channels, and line ratios within a single chan-
nel are also presented. The values and uncertainties given for the responsivities should be
updated as detailed later in this paper. In addition, the burn-in correction uncertainties (as
discussed later) should be included.

7.6 The In-flight Calibration Situation

Following the laboratory calibration there were eighteen months before launch and
then four months (three months out-gassing and one for the commissioning) before CDS
operations started in March 1996. There is a need to check if any changes took place
during this period. In-flight measurements are necessary to monitor for burn-in at the fixed
positions of strong lines on the detectors and for total dose for the GIS detectors. Also,
observations of line ratios (for example, lines from a common upper level and density-
and temperature-insensitive ratios) and analysis using the differential emission measure
(DEM) method are used to check the calibration.

7.6.1 Rocket Underflight Calibrations

A direct check on the calibration can be obtained using rocket underflights. The rocket
payloads are calibrated before and after the flights. As far as practicable, the same area of
the Sun is observed simultaneously by the payload and CDS.

The EUV Grating Spectrometer (EGS) [Woods et al., 1994, 1998b], which flew on
a NASA-LASP rocket, gave joint observations of the full Sun on 15 May 1997. EGS
was calibrated at the SURF synchrotron facility at NIST. The calibration had 21 % and
12 % relative uncertainties in the NIS-1 and NIS-2 bands, respectively. Comparison of the
observations was used to refine the CDS NIS responsivities. A version of EGS is on board
the TIMED satellite [Woods et al., 1998a], and will be used to check the current CDS NIS
calibration.

The NASA-GSFC-SERTS rocket has flown four times since the launch of SOHO:
1996, 1997, 1999 and 2000. It operates in the 30 nm to 36 nm wavelength range and is
used for cross-calibration with NIS-1. The efficiencies of the individual optical elements
are measured at the NIST synchrotron. For the last three flights, the whole payload has also
been calibrated at RAL using the same equipment as for SOHO CDS [Thomas, 2002].

7.6.2 Intercalibration with SOHO SUMER

The SOHO Intercal01 Joint Observing Programme (JOP) is run regularly. The CDS
and SUMER elements of this allow comparison of measurements of the same area of the
Sun with a) SUMER and NIS-2 at 58.4 nm (HeI), 60.9 nm and 62.4 nm (MgX) and, since
August 1999, 63.0 nm (OV), and b) SUMER and GIS-4 at 77.0 nm (NeVIII ).
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Note that SUMER was calibrated using a similar hollow cathode with a normal-inci-
dence telescope, the combination also being calibrated using the BESSY I storage ring
[Hollandt et al., 2002]. It has its own in-flight calibration programme [Wilhelm et al.,
2002].

7.7 Status of the Calibration

7.7.1 NIS

When analysing NIS observations, corrections have to be made to the data. The de-
tector data need skew-line correction, debias correction, cosmic-ray cleaning and, in rare
instances, corrections for non-linearity in response. To allow for the pixel-to-pixel vari-
ation in responsivity of the detector (a few percent) a flat-field correction is necessary.
This correction was determined before launch. However, as a slight shift in alignment was
found after launch, the correction was modified but some small inaccuracies persist. For
brighter lines this can be improved by making observations with the largest slit (90′′ by
240′′) while moving CDS using its adjustable legs.

Corrections for burn-in must also be made. The detector MCP suffers from degradation
when exposed to radiation. As expected, its responsivity declines with photons detected (or
effectively time) in a process called scrubbing. As the NIS optical elements are fixed, the
emission lines fall more or less in the same area of the MCP. The effect is greatest for the
strongest lines and they are said to be burnt into the detector. Most NIS observations are
made using the two narrowest slits (2′′ or 4′′ by 240′′) with another 5 % or so made using
the largest (90′′ by 240′′) slit with a few isolated cases using other slits. The burn-in correc-
tion for the narrow-slit pair is determined using observations with the widest slit. Regular
observations, suitably averaged to ‘wash out’ the effect of solar spatial emission variation,
are used. The largest slit itself also causes burn-in and this is allowed for, although it is not
straightforward. The combined narrow- and wide-slit burn-in correction for the strongest
line in the NIS spectrum, HeI 58.4 nm, is shown in Figure 7.3. The cores of the lines
will burn in faster than the wings, and as the burn-in slows down after a depth of 30 % is
reached (following an initial, rapid fall) the line profile will deviate from Gaussian. The
correction does not entirely replicate the burn-in behaviour and additional corrections are
applied. Some movement of the centre of the burn-in profiles with time has been identified.
For example the lines at 58.4 nm and 63.0 nm appear to have shifted by 0.3 pixels between
September 1996 and May 1998. From the start of CDS operations to the loss-of-attitude
of SOHO (June 1998), the average width of the HeI 58.4 nm line decreased by 10 %. A
correction is available for those lines which show appreciable line-width variations. For
the same period, the relative uncertainty of the burn-in correction appears to be 10 %.

During the early CDS operations, the wide slit was used to observe active regions.
The He I 58.4 nm line is more intense in active regions than in the quiet Sun and the
burn-in from active regions will be greater than that from the quiet Sun. The software
is able to track this extra wide-slit burn-in from active regions. However, if another line
brightens up significantly faster in active regions than HeI 58.4 nm, then it will burn in
even more and this extra burn-in will not be accommodated by the software. In fact, the
Fe XVI 33.5 nm and 36.1 nm lines in NIS-1 only appear in plasma hotter than the quiet
Sun. Their wide-slit burn-in is thus not known and is thought to be greater than any of
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Figure 7.3: The correction for the burn-in of the HeI 58.4 nm line as a function of time.
As the brightest line observed by NIS, the 58.4 nm line requires the largest correction.
Such corrections to the flat-field for all data are tracked and handled by the CDS analysis
software.

the other lines in the NIS-1 waveband, except perhaps for the MgIX line at 36.8 nm.
Accordingly, for areas of the detector at these wavelengths there is some uncorrected loss
of responsivity. Although the 33.5 nm line is twice as intense as the 36.1 nm line, the ratio
of the instrument responsivity is almost the opposite, so both affect the detector by the
same amount and their intensity ratio is as expected.

As noted earlier, during the loss and recovery of the attitude of SOHO, CDS was at
a temperature well above the range over which it had been tested pre-launch. This bak-
ing caused an irreversible distortion in the instrument. The line-profiles changed, those
for NIS-1 now exhibit broader wings while those for NIS-2 are asymmetrical showing a
broadened long-wavelength wing. The location of the spectra on the MCP also changed,
necessitating the development of a new burn-in procedure. Immediately after the recovery
of SOHO, relatively high intensities were measured. This is attributed to the baking caus-
ing volatiles to migrate from the instrument to the detector, a process which reversed the
scrubbing. The software now corrects for this partial reversal of the scrubbing. Subsequent
exposure to radiation again removes the volatiles. Changes to the flat-field caused by ex-
posure to radiation and baking are tracked and handled by the CDS analysis software. The
post-recovery burn-in correction introduces an additional 10 % relative uncertainty.

The responsivity of the NIS as applied by the CDS software has been updated at various
stages during the SOHO mission. Table 7.1 gives the version numbers, the dates when the
versions were introduced and the basis for the update, for both NIS and GIS.
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Table 7.1: CDS calibration versions, dates of introduction and the reason for the update.

Version Date Comment
1 16-09-1996 Points fromBromage et al.[1996] and shape from

Landi et al.[1997].
1.1 22-11-1996 Corrected mistake in NIS-2 curve.
2 23-12-1998 NIS-1 and NIS-2 based on EGS results.
3 28-02-2000 NIS-1 based on EGS and SERTS.
4 21-05-2002 Re-analysis of EGS results to include wide-slit burn-in

correction and NIS-2 2nd order responsivity introduced.
GIS calibration updated from Version 1.

Figure 7.4: The CDS NIS-2 responsivity as a function of wavelength.

7.7.1.1 The NIS-2 Calibration

The original NIS-2 responsivity, as shown in Figure 7.4, was obtained from the prelim-
inary report on the CDS laboratory calibration byBromage et al.[1996] (the data point on
the Version 1 curve) and the curve from the DEM analysis of NIS observations byLandi
et al. [1997].

The laboratory responsivity curve comes from the laboratory measurements [Lang et
al., 2000] where the results at HeI 53.7 nm and 58.4 nm were taken to define the calibra-
tion (mean of results at their mean wavelength). The lines were obtained simultaneously,
with high intensity (minimising uncertainties due to poor statistics and background sub-
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traction), and the source-spot image could be observed to check the optical alignment of
the equipment. The slope of the curve was taken as that of the predicted response.

The next update to the calibration (Version 2) was that ofBrekke et al.[2000] who
compared simultaneous observations using NIS and the NASA-LASP EGS experiment.
The estimated relative uncertainty in the responsivity varied from 15 % at 58.4 nm to
25 % at the ends of the NIS-2 waveband.Del Zanna et al.[2001] andDel Zanna[2002]
published a relative calibration based mainly on the comparison of predicted and measured
line-ratios. This was based on the work ofDel Zanna[1999] which was finished and
published before the wide-slit burn-in correction was adopted as the default. Thus the
wide-slit burn-in correction was not taken into account. The resulting responsivity has
bumps, which, qualitatively at least, match the wavelength regions where the correction
is largest. Otherwise, the shape of their responsivity (normalised toBrekke et al.[2000]
at He I 58.4 nm) agrees with that of the Version 2 calibration when the uncertainties are
considered.

However, a re-analysis of theBrekke et al.[2000] responsivity has been undertaken to
include the wide-slit burn-in correction, which was not available when the original anal-
ysis was done. This is the presently adopted calibration and is designated Version 4 in
Figure 7.4. Its relative uncertainty varies from 18 % at 58.4 nm to 29 % at the ends of the
NIS-2 waveband. In applying the calibration it should be remembered that the appropriate
uncertainty of the burn-in should be added for the line being calibrated.

Note that the event-to-photon factor in the laboratory calibration is given with a relative
uncertainty of 23 % but in fact at 58.4 nm is 9 % i.e.,(4.70± 0.42)× 10−4 events/photon.
The re-analysed results ofBrekke et al.[2000] yield (5.44± 0.98)× 10−4 events/photon
which is in good agreement, within the uncertainties, with the laboratory calibration.

The NIS-2 calibration appears the same before and after the accidental loss-of-attitude
of SOHO. The calibration is confirmed by the results of ICAL01 JOP with SUMER
[Pauluhn et al., 1999, 2001, 2002b] where measurements of common areas of the Sun
for the same lines by CDS NIS-2 and SUMER agree within their uncertainties.

7.7.1.2 The NIS-1 Calibration

The NIS-1 responsivity is shown in Figure 7.5. The original NIS-1 calibration (Ver-
sion 1) was obtained from the preliminary report on the CDS laboratory calibration by
Bromage et al.[1996] (the data point) and the curve from the DEM analysis of NIS obser-
vations byLandi et al.[1997].

The Version 2 calibration was taken fromBrekke et al.[2000] who compared simulta-
neous observations using NIS and the NASA-LASP EGS experiment. This gave one point
in the NIS-1 spectra, the MgIX line at 36.8 nm. The responsivity was extended to other
wavelengths by adopting the slope of the laboratory calibration. The relative uncertainty
in the responsivity was estimated as 25 % near 36.8 nm, otherwise 45 % was assigned.
The difference between the laboratory and rocket measurements is consistent with, and is
attributed to, undetected misalignment during the laboratory work. Unlike the NIS-2 case,
no single line was bright enough to allow the alignment to be checked.

Version 3 of the calibration was obtained by refining Version 2 using the analysis of co-
ordinated measurements with the 1997 SERTS rocket flight [Thomas, 2002]. A re-analysis
of the calibration has been undertaken to include the wide-slit burn-in correction, which
was not available when the original analysis was done. The corrections at the times of
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Figure 7.5: The CDS NIS-1 responsivity as a function of wavelength.

the 1997 EGS and SERTS flights are too small to affect the Version 3 calibration. Thus
Version 3 and Version 4 of the NIS-1 calibration are identical.

As described in the NIS-2 section above, theDel Zanna et al.[2001] andDel Zanna
[2002] relative calibration did not take the wide-slit burn-in correction into account and
included the FeXVI lines where there is uncorrected loss of responsivity. Their resulting
responsivity has bumps which, qualitatively at least, match the regions where correction is
needed. Allowing for this, the shape of their normalised responsivity agrees with that of
the calibration when the uncertainties are considered.

The SERTS data, in conjunction with the EGS result, give a slope closer to that of
Version 1. The relative uncertainty in the responsivity is taken as 15 % in the SERTS
wavelength range and 25 % close to 36.8 nm. Again, in applying the calibration it should
be remembered that the appropriate uncertainty of the burn-in should be added for the line
being calibrated.

After the attitude-loss of SOHO, indications are that the NIS-1 lost responsivity, by
about a factor 1.5 at around 36.8 nm. The situation at other wavelengths is unclear. Fur-
ther analysis, using the line-ratios calibration technique and data from SERTS, EGS and
TIMED will investigate this.

7.7.1.3 The NIS-2 Second-order Calibration

The laboratory measurement was made using HeII 30.4 nm radiation, one of the mea-
surements providing well-aligned data. The responsivity, as shown in Figure 7.6, was ex-
tended to other wavelengths using the model.
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Figure 7.6: The CDS NIS-2 second-order responsivity as a function of wavelength.

The sounding-rocket data (EGS and SERTS 97) gave results for the HeII 30.4 nm line,
but no values were implemented in the software. The data have been re-analysed to include
the correction for the wide-slit burn-in, and are shown in Figure 7.6. The rocket data do
not agree within the uncertainties with the well-aligned laboratory data. It is interesting
to note thatLang et al.[2000] present laboratory results whose alignment could not be
confirmed, but which agree with the revised rocket measurements within the uncertainties.
The weighted average of the rocket measurements is taken to define the calibration at
30.4 nm with a relative uncertainty of 12 %. The values given byLang et al.[2000] are
taken for the wavelength dependence of the responsivity and its relative uncertainty (25 %).
In evaluating the calibration, as for the first orders, the uncertainty of the burn-in should
be added for the line being calibrated.

Del Zanna et al.[2001] andDel Zanna[2002] give 1.36×10−5 events/photon for the
responsivity at 30.4 nm and this updates the value inDel Zanna[1999]. As their results
were normalised to that at 58.4 nm in Version 3 of the CDS calibration, this becomes
1.56×10−5 events/photon on re-normalising to the Version-4 value. As noted previously
in the discussion of NIS-1 and NIS-2, these three papers did not include the wide-slit
burn-in correction. The re-normalised value is in agreement within the uncertainties with
the rocket measurements.

The NIS-2 second-order calibration appears to be the same (within 20 %) before and
after the loss-of-attitude of the SOHO spacecraft. Further analysis will be done to confirm
this.
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7.7.2 The GIS Calibration

The GIS detector data need correcting for fixed-patterning and ghosting, electronics
dead-time, and flat-field. Fixed patterning arises with many position-sensitive detectors
where the measured quantities, in this case the collected charge, are digitised before being
divided [Geesmann et al., 1992]. This gives an excess of events in some bins with a cor-
responding decrease in others. To overcome this, the data are smoothed with a Hanning
function which preserves the total events in the lines with a small increase in the width.
About 40 % to 50 % of the spectrum in each detector is affected by ghosts. Data from
the detector come as coordinate pairs which, when plotted, form a spiral with the spectral
dimension along the length of the spiral and intensity given by the number of events at
each position along the spiral. Electronic noise in the integrated flight equipment causes
offsets in the analogue electronics which gives errors in the analogue-to-digital converters
and hence positional uncertainty in the spiral. This causes the spiral to broaden, and, in
regions of overlap of the spiral arm, there is movement of events from one wavelength to
another. This produces the ghosts. Special software is used to correct the ghosting with a
consequent increase in the uncertainty of the events in the spectral line. Three dead-times
are allowed for; the net result is that event rates above 5× 104 s−1 are ambiguous. The
flat-field is checked routinely using electron-emitting filaments without solar radiation.

The main cause of change in responsivity across the detector is gain depression in the
MCP. There are two forms, one long-term and the other short-term. The long-term form
has two parts, global decay across the whole detector caused by out-gassing and ageing
and differential decay caused by strong irradiation of the same pores of the MCP (burn-
in). The He II 30.4 nm line observed in GIS-2 is affected by burn-in, but the detector
is tuned to observe the other lines in its wavelength range and the HeII line data are
ignored. Burn-in has been found in other strong lines in the GIS detectors. Measurements
made periodically using the electron-emitting filaments allow the burn-in to be tracked
and correction factors can be applied using the CDS software. The other form of gain-
depression is short-term and is count-rate dependent. If the count-rate is high enough, the
MCP pores cannot recharge fast enough and the gain falls, causing loss of events. Pre-
launch data are used to test for this and, if the correction exceeds 4 %, the pixel is marked
as not calibratable.

Note that the GIS-2 detector was not operational between 26 April 1999 and 20 June
2001. High background levels were measured and these were ascribed to out-gassing. Once
the out-gassing had finished, as tested by turning the detector on, the detector could again
be used.

The Version 1 calibration of the GIS, shown in Figure 7.7, is based on the laboratory
measurements. A polynomial has been fitted to the measured points to give the respon-
sivity at all wavelengths. The laboratory responsivities had relative uncertainties of 30 %.
However, noting that for the GIS it was not possible to check the alignment during the
calibration, it could be anticipated that the laboratory responsivity may be too low.

Del Zanna et al.[2001] andDel Zanna[2002] found a responsivity at 73.2 nm which
was a factor 1.9 higher than the laboratory results by measuring line-ratios between NIS
and GIS. Re-normalising their result to allow for the change from Version 3 to Version 4
of the NIS calibration changes the factor to 2.2. However, the correction factor will need to
be updated to allow for burn-in in the GIS and wide-slit burn-in in the NIS. The Intercal01
JOP with SUMER and CDS allows the calibration of CDS GIS-4 relative to SUMER to
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Figure 7.7: The CDS GIS responsivity as a function of wavelength. The version numbers
are chosen to be consistent with those used for the NIS.

be evaluated. The results ofPauluhn et al.[2002a], with allowance for the GIS and NIS
wide-slit burn-in, gave a responsivity a factor of 2.6±0.9 higher than the laboratory cali-
bration, before the loss-of-attitude of SOHO. Following the recommendation ofPauluhn
et al. [2002a], their result was used to define the Version 4 GIS-4 calibration at 77.0 nm.
This is higher than the result ofDel Zanna et al.[2001] andDel Zanna[2002] (uncorrected
for burn-in) but consistent with it within the measurement uncertainties. The calibration at
other wavelengths is extrapolated from the value at 77.0 nm using the laboratory calibra-
tion. The results fromLandi et al.[1999],Del Zanna et al.[2001] andDel Zanna[2002]
are compatible with the adopted Version 4 calibration noting that neither the NIS wide-slit
nor GIS burn-in corrections were available when the work was done and were thus not
applied.Landi et al.[1999] found no gross deviations from the laboratory responsivities
in the relative calibrations for the GIS channels.Del Zanna et al.[2001] gave correction
factors at a specified wavelength for each of the GIS channels and derived a wavelength
dependence of the responsivity. These correction factors, when their uncertainties are con-
sidered, are consistent with the Version 4 calibration and with the results ofLandi et al.
[1999]. The uncertainty of the Version 4 calibration at 77.0 nm is estimated at 40 %, and
at other wavelengths as 45 %. To this should be added the uncertainty in the burn-in for
the line.

Del Zanna et al.[2001] andDel Zanna[2002] give responsivities without uncertainties
for second order lines observed in GIS-3 and GIS-4. As for the second order responsivity
of NIS-2, these values update the values inDel Zanna[1999]. A reasonable estimate of
the relative uncertainty in the GIS second order responsivities is probably a factor of two.
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The results ofPauluhn et al.[2002a] give a factor of 2.1±0.7 after the loss-of-attitude
of SOHO, consistent with their result from before the loss-of-attitude. As discussed by
them, the difference could be a statistical effect, or the SUMER post-recovery responsivity
correction factor could be too high or the GIS responsivity could be different before and
after the accident to SOHO, or even a combination of all three. Changes in the responsivity
of GIS-4 at 77.0 nm are hard to detect because of the strong variability of the line.

7.8 Conclusions

The pre-launch calibration of CDS gave the baseline data for the calibration. The use
of underflight calibration rockets has allowed the measured laboratory responsivities to be
checked. For NIS-2 the responsivity adopted is based on a calibration obtained by a rocket
flight. It agrees closely with the laboratory responsivity measured at 58.4 nm. In addition it
has been confirmed by comparison with SUMER. For NIS-1, the laboratory measurements
have been superseded by results from comparisons with coordinated measurements made
using sounding rockets. The attitude loss of SOHO caused the calibration to change and
this is still being investigated. For NIS-2 second order, the laboratory and rocket results
almost agree within the combined uncertainties. For the GIS the laboratory calibration has
been updated using results from the SOHO Intercal01 JOP with SUMER.

All-in-all, noting the differences between the pre-launch and in-flight calibrations and
the uncertainties added by applying the necessary flat-fielding, particularly the burn-in
correction, the uncertainties in the calibration of CDS are still less than those for previous
EUV satellite instrumentation in the CDS wavelength range.

The radiometric calibration of CDS is well understood and evolves as operations con-
tinue.
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FRÉDÉRIC AUCHÈRE
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Angleur-Liège, Belgium
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After a five-year effort, the analysis of the pre-flight and in-flight calibrations of EIT
is finally yielding firm results. In this introductory overview, we will summarize what
we learned “internally” from EIT itself. This includes the interpretation of the pre-flight
calibrations, the original flat-field components (CCD, grid), the in-flight determination of
the point-spread function and straylight and the compensation of the in-orbit response
degradation. Based on this experience, we conclude with some suggestions of possible
improvements to future calibrations, on SOHO and other planned missions.

8.1 Instrument Description

EIT, the Extreme ultraviolet Imaging Telescope experiment was designed to provide
whole-disk images of the lower corona in four extreme-ultraviolet (EUV) bandpasses [De-
laboudinìere et al., 1995;Moses et al., 1997]. It consists of a normal-incidence Ritchey-
Chrétien telescope using multilayer optics, with a back-side illuminated, thinned CCD
sensor at the primary focus.

As illustrated in Figure 8.1, the components contributing to the EIT response are the
visible-light rejection filters (transmittances of entrance-aperture filters, filter-wheel and
straylight filters), the mirrors (reflectances and bandpasses), the CCD sensor (quantum effi-
ciency), as well as some vignetting due to internal light-baffles. A large effort has been put
forth into understanding the spectral response, the absolute calibration and the instrument
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Figure 8.1: Optical components of EIT.

responsivity changes. This happened in two mains steps: the pre-launch laboratory char-
acterization of a limited set of instrument properties and a comprehensive time-dependent
radiometric calibration. This calibration was only achieved recently, several years into the
SOHO mission, in part because this required data accumulation over a long time interval.

As EIT was among the very first EUV instruments based on normal-incidence multi-
layer optics, its initial calibration requirements were conservative (≈ 100 %). However,
the in-flight experience showed that much better accuracies were achievable and also es-
sential for many scientific applications which emerged in the course of the SOHO mission.
For instance, long-term solar cycle studies, made possible by SOHO’s extended lifetime,
require the compensation of slow instrumental trends. At the other extreme, short-term so-
lar dynamics studies suffer from uncorrected sensor non-uniformities, as the solar rotation
translates such spatial variations into fast random or periodic modulations. Therefore, the
improved EIT calibration opens new fields of investigation, which were not considered
among EIT’s prime goals, but for which this EUV imager proved to be a unique source of
information.

8.2 Pre-flight Calibration

The pre-launch calibration allowed the determination of component efficiencies (fil-
ters, mirrors, CCD) and the global instrumental efficiency as a function of wavelength: the
absolute spectral response over the four EIT bandpasses. It also led to the determination
of the initial CCD flat-field.

8.2.1 Spectral Response

The calibration measurements were carried out at the Institut d’Astrophysique Spatiale
(IAS), in Orsay, France in 1993 to 1994 using synchrotron radiation from the Super-ACO
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Table 8.1: Chronological table of instrumental configurations used for the EIT calibration.
In Nov. 1993 and Sept. 1994, EIT was tested with its flight mirrors and filters and two
different CCD cameras. The flight camera configuration uses the FM1 head with CCD3
and was thoroughly characterized in Dec. 1994. No end-to-end calibration of EIT could
be done with the flight camera.

Date Camera head CCD sensor Setup
Nov. 1993 FM1 CCD1 “Techno” EIT telescope
July 1994 FM1 CCD1 “Techno” camera only
July 1994 FM2 CCD2 “Flight” camera only
Sept. 1994 FM2 CCD2 “Flight” EIT telescope
Dec. 1994 FM1 CCD3 “Realflight” camera only

Figure 8.2: EIT calibration system at IAS.

positron storage ring [Dhez et al., 1997]. A toroidal-grating monochromator allowed us
to scan the whole EUV wavelength range observed by EIT. The standard of reference
for all measurements was an IRD#925 Si photodiode calibrated by the National Institute
of Standards and Technology (NIST, October 1993). This photodiode was placed in the
incoming beam just in front of the EIT entrance pupil and alternately replaced by a square
aperture of the same size. Three different CCD chips and two different camera heads were
used in different configurations, which are summarized in Table 8.1. The calibration setup
(Figure 8.2) and procedure are described in detail bySong[1995].
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The analysis of these laboratory data has now been largely completed [Dere et al.,
2000;Newmark et al., 2000a, b] and the results have been integrated in the EIT tools of
the SolarSoftWare (SSW) library: for exampleeitprep, eitparms, eitflux,
eittemp. Figure 8.3 shows the resulting EIT spectral response over the four EIT band-
passes.

The uncertainty budget published by Dere (Table V inDere et al.[2000]) shows fairly
high uncertainties, from 60 % to 150 % depending on the mirror quadrant, but is based on
the discrepancies between a small number of spectral scans (geometrical averages). These
conservative values can be considered as worst-case estimates and have subsequently been
lowered, based on the in-flight calibrations (for example, seeAuch̀ere[2000]: 15 % instead
of 75 % uncertainty at 30.4 nm).

8.2.2 CCD Flat-field Determination

Given the non-uniformity of the entrance synchrotron radiation beam, sequences of
spatially displaced images were produced and each image set was processed using the
Kuhn, Lin and Loranz algorithm (KLL;Kuhn et al.[1991]) to extract detector blemishes.
Good flat-fields were obtained at two wavelengths: 17.1 nm and 28.4 nm (Figure 8.4,
left). Those relative-correction maps were normalized to unity and have a relative stan-
dard uncertainty of 4 % (variable across the field-of-view). This correction is part of the
SSWeit prep tool. However, once in space, the CCD flat-field has been substantially
modified, in particular in the strongest blemishes corresponding to sensor surface defects.
The actual uncertainties are thus larger. Although no direct proof could be derived so far,
this initial flat-field change may have been caused by chemical interactions with surface
contaminants. Indeed, the existence of a thin water-ice deposit, which formed soon after
launch, was firmly established through the initial changes in the EUV instrument respon-
sivity and the presence of ice crystal patterns in the first EUV flat-fields, before the first
detector bakeout of May 1996, which eliminated this ice.

8.3 In-flight Calibration: Flat-field and Other Diagnos-
tics

Several components of the calibration could not be measured accurately on the ground
and were extracted indirectly after launch from the solar images themselves.

8.3.1 Focal-filter Grid Correction

Several aluminium filters are located just in front of the focal plane: the fixed CCD
straylight filter and the redundant filters on the filter wheel. To improve their mechanical
strength, those filters are supported by a tungsten grid which casts an unsharp shadow-
pattern on the CCD sensor (diffraction effects are negligible). This pattern is purely peri-
odic (P =±21 pixels) and uniform over the field-of-view, but with a slight tilt angle relative
to the edges of the CCD. It was extracted from smoothed solar images (8-day rotational
averaging), by a Fourier transform and digital filtering (more than 40 harmonics).

An accurate correction pattern was derived out to the corners in the four quadrants
and in the two main filter-wheel positions: Clear aperture and Al+1 redundant filter (Fig-
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Figure 8.3: Instrument efficiencies for the four EIT bandpasses.

ure 8.4). The extracted patterns were normalized to unity and multiplied by the geometrical
obstruction factor of the grid mesh. Those grid corrections are now part of theeitprep
tool, but too few images were made in the Al+2, Block-East and Block-West filter wheel
positions to allow the extraction of a good correction-pattern for those filters. The am-
plitude of the grid modulation is large, amounting to 20 % peak-to-peak (5 % rms) in the
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Figure 8.4: Pre-flight CCD flat-field (left) and the extracted grid pattern in the Clear (cen-
ter) and Al+1 (right) filter-wheel positions, i.e., with the fixed focal Al filter alone or su-
perimposed with the redundant Al filter on the filter wheel (only middle portions of the
grids spanning 1/4 of the field-of-view are shown).

Clear position and 17 % peak-to-peak (3 % rms) in the Al+1 position. Furthermore, all grid
patterns are modulating the radiation-induced ageing effects which are described below.

8.3.2 EIT Optical Properties

The core part of the EIT optical point-spread function (PSF) was determined by inter-
ferometry (wavelength: 633 nm) and wave-front error analysis [Defise, 1999]. In flight, the
exact focus setting of the instrument has been established by using the sub-pixel decen-
tering of the optical PSF associated with the asymmetrical entrance pupil of each mirror
sector. The default thermal-focus setting, which has been maintained throughout the mis-
sion, has in fact a 253µm defocus (0.33 pix decenter): the optical PSF core is 10µm
wider, causing a 50 % increase of the effective PSF width [Defise et al., 1999].

Finally, using simultaneous EIT and MDI images taken during the SOHO offpoint of
3 to 4 April 1996, the plate scale was measured to be (2.629± 0.001)′′ per pixel [Auch̀ere
et al., 2000].

8.3.3 In-flight PSF Wings and Straylight

The straylight and far-wings of the PSF were determined by combining different and
independent pieces of evidence: occasional flare images (only in the 19.5 nm quadrant),
relative off-limb straylight profiles from a SOHO controlled roll sequence (date: 20 March
1997; 12 positions; 30◦ steps, KLL extraction algorithm) and the absolute calibration pro-
vided over a few locations during the Mercury transit of 15 to 16 November 1999. The
various data showed a good consistency and allowed us to derive an extended PSF profile
(Figure 8.5), which is elongated along one diagonal and reaches a peak response of 60 %.
This means that 40 % of the light at any position is diffused into the far wings. As the
brightest sources are on the solar disk, the resulting straylight background is large off the
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Figure 8.5: PSF extended wings as determined from flare images over a 2630′′ square area
(equivalent to the full EIT field-of-view), showing the asymmetry along a diagonal which
can be attributed to the asymmetric pupil and baffling for each mirror quadrant.

limb: in 30.4 nm images, it reaches 40 % of the average local intensity at 1.2R�, 70 % at
1.4R� and 80 % at 1.6R�(corners of the field-of-view) [Auch̀ere, 2000;Auch̀ere et al.,
2001]. As no straylight correction has been implemented in the software yet, radiometric
measurements can thus be strongly biased in off-limb regions far from the limb.

8.3.4 Other Factors Affecting the Radiometric Calibration

For completeness, let us also mention the presence of light leaks due to tiny pinholes
in the Al filters, which allow some visible light to reach the focal plane. One leak was
present right after launch in 28.4 nm images at the North edge of the field-of-view (Clear
filter position). In February 1998, new pinholes formed and severely affected all four band-
passes. Since then, all images have been taken with the Al+1 redundant filter, which has
no detectable visible-light leak. The optical vignetting of the telescope was modelled by
ray tracing and consists only of a small, smooth correction reaching a maximum of 6 % in
one corner of the field-of-view [Defise et al., 1999].

Finally, we found recently (2001) that the CCD sensor had a photometric offset be-
tween images taken at full resolution and those taken in the two-by-two binned mode (the
difference is 5 DN1).

1DN = Digital Number; raw units of the analogue-to-digital converter in the CCD camera. 1 DN corresponds
to 17 electrons in the case of EIT, which has a 14-bit converter, providing a 14 000 DN dynamic range.
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This offset and a small, long-term drift of the offset are now corrected in theeitprep
routine.

8.4 In-flight Calibration of the Response Degradation

Early in the SOHO mission, it was recognized that the instrument response is under-
going a time-varying degradation. This radiation-induced loss of instrument efficiency has
now become the largest correction factor in the EIT calibration. Details concerning the
degradation and initial investigations have been discussed byMoses et al.[1997], Defise
et al.[1997, 1998] andDefise[1999]. These papers have discussed the case for two sources
of degradation, a condensate on the CCD and an EUV-induced spatially-localized decrease
in charge collection efficiency (CCE). Complete details of the in-flight calibration of EIT
are given inNewmark et al.[2002].

8.4.1 Degradation

The degradation process consists of several components which are difficult to sepa-
rate. The two basic processes contributing to the degradation are the absorption by a sur-
face contaminant of the EUV light, before it interacts with the CCD, and the reduction of
CCE in the CCD due to EUV-induced device damage. The first component was significant
during the first 2.5 years of the mission, until February to April 1998. During this latter
period, most of the contaminant was apparently driven off (possibly related to the increase
in pinholes in the front filter). Subsequently, the loss of spacecraft attitude control during
the mission interruption (June to October 1998) resulted in significant heating (> 30◦C)
for the EIT CCD and annealed part of the electronic damage. The second component has
continued to be significant throughout the mission. As the average EUV intensity in the
coronal and transition-region images is highly non-uniform, the resulting burned-in flat-
field pattern contains strong residuals of local solar-activity features.

The condensation of contaminant on the CCD is expected, since the detector is one of
the coldest surfaces in the instrument. In anticipation of in-flight contamination, a clean-
liness program was maintained in the construction of the instrument and heaters for the
CCD were included in the design. Accumulation of contamination at a constant rate will
result in an exponential decline in response. If no polymerization of an organic compo-
nent is involved, then the condensate will evaporate rapidly during temperature cycling.
The straylight baffling around the CCD unfortunately reduces the vacuum conductance
out of the vicinity of the CCD, so that further outgassing during a temperature cycle is not
feasible.

One can distinguish between the effect of an absorbing surface contaminant and the
loss of CCE in the device. Since each interacting EUV photon generates more than one
electron, the CCE can be determined by the comparison of the observed signal to the pho-
ton shot noise. However, the practical limitations of the CCE analysis from signal-to-noise
measurements are significant. Since there is no EUV flat-field illumination capability on
EIT, the signal-to-noise ratio must be determined from the solar illumination. The applica-
tion of this technique to determine the portion of the cumulative degradation from ordinary
operations which can be attributed to CCE degradation is discussed inDefise et al.[1997],
based upon analysis of the Naval Research Laboratory (NRL) EIT Calibration Rocket
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Figure 8.6: EUV flat-field derived from the SOHO offpoint manœuvre of 8 February 2001
(right) and the corresponding calibration lamp ratio (left).

(CalRoc) flown on 16 October 1997. However, the CCE analysis allowed us, for instance,
to demonstrate that the degradation of the device for the 29 July 1996 shutter-hang event
was totally due to CCE degradation.

8.4.2 Flat-fields

Additional information concerning the CCE decrease can be obtained by examining
the visible-light calibration lamp (cal-lamp) images. Most thin condensate layers are trans-
parent to visible photons, so these images should provide information only on the pattern
of CCE loss. Indeed, although cal-lamp images do not give direct information in the EUV
wavelength range, it was recognized byClette[1998] using NRL CalRoc data that a mono-
tonic relationship exists between the observed CCE loss, as determined above, and the
loss of response observed in the cal-lamp images. This work has now been extended using
EUV flat-fields derived from a series of offpoints of the SOHO spacecraft, using the KLL
method.

Figure 8.6 (right) represents the EUV flat-field determined byAuch̀ere [2000] using
offpoints generated by spacecraft manœuvres on 8 February 2001. It is compared with an
equivalent visible-light flat-field (left) obtained by taking the ratio of a cal-lamp image
for that day with the first cal-lamp image taken before any EUV dose accumulated on the
detector. Solar features are clearly visible in the flat-field in the form of a negative imprint
of an average solar disk, plus limb brightening and plus active-region belts. However, as
the Kuhn algorithm only gives relative gain variations, the absolute scale factor must be
fixed separately. As the corners of the CCD (1.5R�) receive very little EUV radiation, we
have assumed that the CCE loss is negligible here and we have thus rescaled the whole
map to adjust the corners to unit gain.

Figure 8.7 is a scatter plot showing the relationship between the cal-lamp ratio (Cal-
lamp at time t / Initial cal-lamp) and the EUV flat-field for two different days. Clearly,
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Figure 8.7: Visible to EUV relationship for the June 1998 accidental SOHO attitude loss
(left) and for the February 2001 SOHO controlled offpoint (right). Dashed lines show the
fitted conversion curves used in the ageing-correction software.

there is a tight relationship and also some time-variability which depends upon the depth
of the degradation. We use these data, plus those from two other days, to define our func-
tional relationship between EUV and visible, which is dependent upon the level of visible
degradation (dashed lines overplotted on each day). We have taken cal-lamps regularly
throughout most of the mission. Therefore, given the above relationship, we can construct,
by interpolation, a daily EUV flat-field correction for each pixel.

8.4.3 Corrected Images

The above correction accounts for the CCE effects which dominate the degradation.
One way to look at the magnitude and accuracy of the correction is to examine the summed
flux (irradiance) of the corrected daily images for each bandpass. The magnitude of the
irradiance correction is a factor of ten by early 2001. We find that this correction is within
±30 % of the total correction. The contaminant portion of the degradation has not yet been
accounted for and there are systematic local deviations in the flat-fields due to a number
of factors. These include lack of good time-coverage of cal-lamps early in the mission,
difficulty in understanding the time period between February and April 1998, and any
long-term trends due to slight changes in the filter transmittances or mirror reflectances.

In order to correct for the contaminant and minimize the other systematic errors, we
perform a correlation between the CCE-corrected EIT irradiance and a solar index. In this
procedure, we assume that this correction is uniform over the CCD. We need to find the
coefficientsK1, K2, K3, K4 that optimize the relation:F/(K1 × e(K2×t ime)) = (K3 +
K4 × Index) , whereF is the CCE-corrected irradiance andIndex is our chosen solar-
activity index. The left side of this equation is then our final corrected irradiance and
therefore, the corrected pixel-by-pixel flux. This correlation is performed for each time
period between CCD bakeouts. We have investigated the use of various solar indices (for
example the SOHO Solar EUV Monitor (SEM, 26.0 nm to 34.0 nm,Judge et al.[1998]),
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Figure 8.8: Corrected EIT irradiances over the whole mission (normalized to 1 February
1996) in the four EIT bandpasses.

the F10.7 cm radio flux, and the SUSIM MgII index), and we find almost identical results
with each choice. We use the SUSIM MgII index in our final correlation. This choice and
comparisons to other indices are discussed in detail inNewmark et al.[2002].

It is important to stress that, in performing this correlation, we are not insisting the EIT
data match the chosen solar index, only that there is a linear relationship between the two.
The magnitude of this correction is±20 % in any time period.

The final relative irradiance over the entire SOHO mission is shown in Figure 8.8. The
corrected irradiance shown here has been normalized to 1 February 1996 (shortly after EIT
first-light and initial outgassing). This correction can be obtained through theeitprep
software tool in the SSW package.

8.5 Conclusions

Table 8.2 provides an overview of all calibration components of EIT, distinguishing the
constant and time-dependent corrections and indicating those which are implemented in
the SSW EIT routines. EIT being an imager, radiometric calibration and flat-field extrac-
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Table 8.2: Constant versus time-varying corrections. “[SSW]” indicates the corrections
which are embedded in the software.Italics highlight the corrections still requiring further
analysis.

Constant components Variable components
– Bandpasses, plasma response[SSW] – Radiometric calibration (ageing), line

ratio (absolute)
– CCD flat-field (initial, local)[SSW] – CCD radiation-induced aging[SSW]
– Grid corrections[SSW] – Light leaks (focal filter pinholes)
– Straylight (PSF far wings) – PSF core and focus
– Optical vignetting – CCD offset value[SSW]

tion are intimately related, although those corrections were generally obtained separately
and by independent methods. Thanks to its wide field-of-view, EIT can play a special role
by providing a connection between absolute global indices (whole-Sun irradiance moni-
tors) and local absolute intercalibrations (subfields, spectrometers). Now that a good inte-
grated calibration has been achieved, EIT can act as a pivot point in the global context of
the SOHO intercalibration: a role that was not considered earlier in the mission.

Regarding the future, the continuous monitoring of various classes of solar features,
like active-region, bright-point or network brightness distributions, has now been under-
taken and could provide standard candles against which long-term instrumental trends
could then be validated and better interpreted. For future intercalibration runs, our past
experience has shown the extreme importance of two requirements to make intercompar-
isons more accurate or in some cases even simply valid. These are a knowledge of the
spectral irradiance across the broad EIT passbands (spectral scans, DEM modelling) and
the accurate timing and close simultaneity (solar variability effects) of observations.

Finally, given the difficulties that we faced when calibrating EIT, we would make the
following suggestions in the perspective of future EUV imagers. On-board, multiple LED
sources (blue-green LED) or an internal EUV diffusor would greatly help in the interpreta-
tion and correction of instrument ageing. The calibration would also be simplified and im-
proved by the introduction of new visible-blind radiation-hard sensors (no cooling, single
visible-blocking filter). Even with the present technology, we have learned that significant
improvements could be obtained by a more accurate exposure control (shutter mechanism,
electronic shuttering), by the mandatory completion of a pre-flight end-to-end calibration
of the integrated experiment, by a pre-flight bakeout strategy evaluation (higher temper-
ature, duration) and also by laboratory characterizations of ageing properties (multilayer
coatings, sensor CCE).
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du rayonnement synchrotron (entre 10 et 100 nm), PhD Thesis, Univ. Paris-Sud, IAS,
Orsay, 1995.



— 9 —

In-flight Comparisons of Solar EUV Irradiance
Measurements Provided by the CELIAS/SEM

on SOHO

DONALD R. MCMULLIN , DARRELL L. JUDGE

University of Southern California, Space Sciences Center
Los Angeles, California, USA

MARTIN HILCHENBACH

Max-Planck-Institut für Aeronomie
Katlenburg-Lindau, Germany

FRED IPAVICH

Department of Physics and Astronomy and IPST
University of Maryland, College Park, MD, USA

PETER BOCHSLER, PETER WURZ, ALFRED BÜRGI
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Since 1 January 1996, the Solar EUV Monitor (SEM) on the Solar and Heliospheric
Observatory (SOHO) has continuously measured the solar EUV irradiance. The SEM
monitors the full-disk irradiance from 0.1 nm to 50 nm in a broadband channel and also
within an 8 nm wide bandpass centered at 30.4 nm. SEM irradiance measurements have
been monitored periodically during the SOHO mission using sounding rockets. Through
this in-flight calibration program, modest instrument degradation has been identified and
corrected for in the published datasets. The relative standard uncertainty (1σ ) of SEM ir-
radiance measurements is≈ 10 %. The 81-d average of the calibrated SEM dataset shows
an increase in EUV irradiance of a factor of three during the rise phase of solar cycle 23.
The absolute value of the solar irradiance in the two SEM bands is also in agreement with
measurements of the solar irradiance determined by ionization cells. The calibrated SEM
irradiance values have been compared with irradiance values derived independently from
SOHO/CDS and SOHO/EIT observations. The CDS and EIT irradiance values agree with
the SEM within the combined uncertainties of the measurements.
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9.1 Introduction

The Solar EUV Monitor (SEM) on the Solar and Heliospheric Observatory (SOHO)
is integrated as part of the Charge, Element, and Isotope Analysis System (CELIAS). The
CELIAS instrument on SOHO is designed to study the composition of the solar wind and
of solar and interplanetary energetic particles [Hovestadt et al., 1995]. One of the specific
science objectives of CELIAS was to study the composition and dynamics of interplan-
etary pick-up ions, which originate from neutral particles (inflowing interstellar neutral
atoms) that are ionized either through solar photons or by charge exchange with solar-
wind ions. The production of pick-up ions through photoionization required measurement
of the absolute photoionizing solar flux. The SEM was accordingly included to provide
such data.

9.2 Instrument Description

The SEM is a simple transmission-grating spectrometer that makes use of state-of-the-
art technology in the EUV wavelength region [Hovestadt et al., 1995;Judge et al., 1998].
Briefly, it is a lightweight (0.480 kg) instrument that consists of a high-density transmis-
sion grating (5000 bars / mm) and a free-standing aluminum filter positioned immediately
behind the 2 mm× 10 mm entrance aperture. The aluminum film reduces the heat load
on the grating and limits the wavelength range to the aluminum transmission region. The
dispersed light is detected by three highly efficient, aluminum-coated, silicon photodi-
odes located 200 mm behind the grating at the zero-order and two first-order positions
at 30.4 nm. The zero-order detector (channel 2) primarily measures the solar irradiance
shortward of 50 nm. Due to the high sensitivity of silicon photodiodes and the relatively
high transmission of aluminum at short wavelengths, the zero-order channel is quite sensi-
tive to solar X-rays shortward of approximately 5 nm. The first-order detectors (channels
1 and 3) measure the irradiance within an 8 nm bandpass centered at the 30.4 nm solar
He II resonance line emission, and are nominally insensitive to soft X-rays (seeJudge et
al. [1998]).

9.3 Cleanliness

Cleanliness of the optical components was a consideration in the design of the SEM
housing. Potential degradation of the aluminum filter due to solar-wind particles is min-
imized by solar-wind deflector plates placed in front of the SEM entrance aperture. Ma-
terial selection was considered to minimize the possible outgassing of organic material
within the optics chamber. The SEM electronics reside below the optical bench, and are
separated by the two-chamber design. The single electronics board is mounted below the
optical housing. The optics chamber of the SEM is allowed to vent out separately through
the entrance aperture at the front of the instrument. Conversely, the electronics chamber is
vented out through a sintered, stainless steel, porous plug at the bottom of the instrument.
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Table 9.1: Uncertainty Summary.

Item Description Uncertainty (%)
1 Calibration 5.0
2 Solar Spectral Distribution 9.0
3 Entrance Aperture 1.0
4 Statistical 0.5

Net Uncertainty 10.4

9.4 Pre-launch Calibration Standards Used and Calibra-
tion Methods

The SEM was calibrated at the Synchrotron Ultraviolet Radiation Facility (SURF II)
[Furst et al., 1995;Canfield, 1987] at the National Institute of Standards and Technology
(NIST) in Gaithersburg, Maryland, USA. The individual components of the SEM (filter,
gratings, and detectors) were first calibrated separately. Then the instrument as a whole
was calibrated using both monochromatic radiation (on beamline 9) and undispersed syn-
chrotron radiation (on beamline 2). The calibration constant of the current-to-frequency
conversion electronics, the transmission of the grating (at 25.5 nm, 30.4 nm, and 33.5 nm),
the quantum yield of the aluminum coated photodiodes (from 5 nm to 80 nm), and the
transmission of the free-standing aluminum filter (from 5 nm to 80 nm) were measured
independently. The zero-order quantum sensitivity has been extended shortward of the
measured calibration (5 nm to 80.0 nm) to 0.1 nm by theoretical modeling. Each of the
three detectors was modeled based on the physical parameters of the materials used in the
detector design. Using the thickness and transmission properties of silicon, silicon diox-
ide, aluminum, and aluminum oxide between 0.1 nm and 50 nm [Henke et al., 1993] the
quantum efficiency was calculated as a function of wavelength. Modeling over the en-
tire wavelength range for the end-to-end instrument in-flight configuration established the
instrument responsivity at all wavelengths that were not directly calibrated.

9.5 Uncertainty Analysis

To convert the SEM count rates into absolute solar EUV flux, a convolution of the
relative solar EUV spectral distribution and instrument efficiency is necessary. In order
to determine the absolute solar flux it is necessary to adopt a nominal solar EUV spec-
trum in order to weight the wavelength-dependent instrument quantum efficiencies,Q λ

(counts/photon), of the SEM spectrometer. In the present analysis, we have used the SOL-
ERS22 composite spectral distribution [Woods et al., 1998] divided into 1 nm bins. In
addition to knowledge of the instrument response as a function of wavelength (λ) and the
relative spectral distribution (βλ), the accuracy of SEM irradiance values is also dependent
on the uncertainty in the measurement of the entrance aperture (A) and the statistical uncer-
tainty of the measured instrument output (count rate). The absolute value of the pre-flight
calibration flux is provided by NIST. The total uncertainty is made up of the independent
uncertainties listed in Table 9.1, summed in quadrature, and yields a total SOHO/SEM
relative standard uncertainty of≈ 10 % (1σ ).
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The convolution ofβλ andQλ yields an irradiance conversion factor K, given below
(Equation 9.1), that, when multiplied by the net count rate (CR), represents the measured
absolute solar EUV irradiance in the wavelength band of interest,Φ total (Equation 9.2).

K = 1

A6βλQλ

(9.1)

where

Φtotal = CRK (9.2)

It should be noted and emphasized here that the resultant total solar flux value reported
is dependent on the relative spectral distribution (βλ) used to determine the absolute flux
measured by both the SOHO/SEM and the rocket calibration SEM. As can be seen in the
equations above, any changes in instrument responsivity observed by comparing the results
from the rocket SEM with the SOHO/SEM can be attributed to changes inQ λ on SOHO. In
this calculation the solar spectral distribution must be considered. For the analysis of SEM
data, we have chosen a fixed relative spectral distribution for consistency. Since it is widely
known and available in the literature, we have completed the final analysis of the flight data
using the SOLERS22 composite spectral distribution. Given the sensitivity of the SEM ir-
radiance values to different reference spectra, we have assigned a 9 % relative standard
uncertainty to our data (see also Table 9.1). However, to check the uncertainty of the abso-
lute flux values reported using the method described above, the SOHO/SEM results have
also been re-evaluated using spectra derived from both SOHO/CDS and SOHO/EIT ob-
servations, and the irradiance results for all three instruments have been compared. This
second analysis has shown that when adjusting for the changes in the solar spectrum, as
observed by CDS or EIT, the SEM results remain within the original instrument uncer-
tainty of 10 %. Details of the SEM inter-comparisons using the CDS and EIT spectral
distributions are described inThompson et al.[2002].

After converting the observed count rates to solar irradiances measured atL 1 (the
SOHO spacecraft location), the irradiances are normalized to a distance of 1 AU for com-
parison with other such normalized data.

9.6 In-flight Calibration

From the beginning, monitoring the in-flight stability of the instrument responsivity
over time was an integral part of the SEM program. A calibration rocket payload that
carries an identical SEM instrument provides a direct check of the absolute flux observed
from the SOHO/SEM. The rocket SEM instrument is calibrated both before and after
flight to monitor any responsivity changes, which may have occurred. The rocket SEM
was calibrated using the NIST SURF II beamline 9. From just before the launch of SOHO
in December 1995 until August 1999, six calibration series at NIST and three calibration
rocket flights of the CELIAS/SEM spectrometer have been completed. Over this period
of time, the responsivity of the rocket SEM has been verified as unchanged [Judge et al.,
1999].
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9.7 Changes in Responsivity

Changes in responsivity on SOHO are determined by comparing the SOHO/SEM mea-
surements with the calibrated rocket SEM, and are checked independently through simul-
taneous, absolute solar-flux measurements using ionization cells (see Section 9.9). From
these measurement points, we derive a function that describes the change in responsiv-
ity for the SOHO/SEM for each channel. Based on the calibration rocket flight results
[Judge et al., 1999], a modest decrease in responsivity has been observed in all three
SOHO/SEM channels. In direct comparison with the calibrated rocket flight instrument,
the SOHO/SEM channels 1 and 3 (first-order position) both show the same amount of
responsivity loss while channel 2 (central order) shows a smaller loss in responsivity, as
expected, based on the degradation model discussed below. This model was developed to
provide a method to adjust and correct the irradiance values between calibration rocket
flights. The corrected dataset has since been used in extensive comparisons with CDS and
EIT results. A detailed description of these comparisons can be found inThompson et al.
[2002].

9.8 Degradation Analysis

Analysis of the loss of responsivity observed in the SOHO/SEM channels indicates a
common source for the observed degradation. That is, channel 1 and channel 3 both show
the same amount of loss of responsivity, yet they are both independent channels, from the
detectors through the electronics. However, all three channels share a common aluminum
filter placed directly behind the entrance aperture. The observed differences in loss of re-
sponsivity have been modeled assuming carbon deposition on the aluminum filter as the
cause of loss of responsivity. That is, hydrocarbon molecules that come into contact with
the forward aluminum film are polymerized by EUV radiation and thus deposited onto the
surface. Since the hydrogen absorption cross section is negligible, the deposition onto the
filter can be modeled as a carbon film. Considering the transmission of carbon as a function
of wavelength, the smaller loss in responsivity (measured as loss of signal) observed in the
central image channel is consistent with the differences in efficiency between the central
channel (channel 2) and first-order channels (channels 1 and 3) since the absorption cross-
section of carbon is wavelength dependent. This difference is clearly seen when looking
at the loss in signal between the first two calibration rocket flights. Over a period of 400 d,
when compared with the observations from the rocket clone instrument, the SOHO/SEM
reported a loss in signal of 15 % in both channel 1 and channel 3, and only a 5 percent
loss in channel 2. This ratio of loss between the first-order and central-order channels is
consistent with the addition of hydrocarbon deposition on the forward aluminum filter.
In this case, the equivalent of 5 nm of carbon can explain the degradation of responsiv-
ity, using the transmission of carbon modeled as a function of wavelength [Henke et al.,
1993]. The smaller loss of signal observed in channel 2, the central image, is due to the
relatively higher percentage of signal in channel 2 due to short wavelength photons, where
the transmission of carbon is much less than the transmission at 30 nm (where channels
1 and 3 are most sensitive). In a similar manner, by including the results from the third
calibration rocket flight, an exponential curve can be fit to the deposition rate of carbon on
the forward aluminum film. The exponential curve is a logical assumption since it is be-
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Figure 9.1: Correction to SEM results since 1 January 1996, based on sounding rocket
calibration flight data.

lieved that the source of carbon contamination would be spacecraft outgassing. Using the
initial pre-launch calibration as a starting point, and the subsequent three rocket flight data
points to establish the carbon deposition rate, a simple model of loss of responsivity due
to carbon deposition is used to correct the absolute value of the reported SEM irradiance.
The time dependent correction derived from the three calibration points for the SEM is
shown in Figure 9.1.

9.9 Comparisons

SEM irradiance values have been extensively compared with CDS and EIT irradiance
results throughout the SOHO mission. A summary of these results can be found inMc-
Mullin et al. [2002a], with further details available inThompson et al.[2002] andNewmark
et al.[2002]. Briefly, the solar irradiance inter-comparisons of CDS and EIT to SEM, in the
26 nm to 34 nm band, are consistent within the instrument calibration uncertainties. These
results are consistent when comparing the absolute value as well as the relative changes in
solar irradiance over the solar cycle observed thus far (see Figure 9.2).

Additionally, the SEM results have been compared with simultaneous irradiance mea-
surements provided by a Rare Gas Ionization Cell (RGIC) flown with the rocket calibration
instrument. A detailed description of the ionization cell flown and the analysis method can
be found inCarlson[1984]. A paper on the results from the ionization cell observations re-
ported here is currently in preparation [McMullin et al., 2002b]. The ionization cell flown
for these measurements used neon gas, which provides the integral solar flux shortward of
the ionization limit of neon. Correspondingly, the solar irradiance derived from the neon
ionization cell is between≈ 5 nm and 57.5 nm. The neon ionization cell yields measure-
ments with an uncertainty of approximately 7 % [Carlson, 1984;McMullin et al., 2002b].
This bandpass is very close to the SEM central-order bandpass of 0.1 nm to 50 nm. The re-
sults from the neon ionization cell are plotted with the SEM irradiance in Figure 9.3. The
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Figure 9.2: Absolute solar EUV irradiance from 26 nm to 34 nm from SEM, CDS, and
EIT. All three measurements show similar trends in irradiance variability. Absolute values
are within combined instrument calibration uncertainties.

inclusion of the neon absolute ionization detector in the calibration rocket payload pro-
vides independent in-flight verification of the absolute flux observed by the rocket SEM
instrument in an overlapping wavelength range. As can be seen from the comparison, both
instruments measured a similar increase in solar flux over the same time period, and agree
within the respective measurement uncertainties. It is also interesting to note that for all
three flights, the flux reported by the SEM 26 nm to 34 nm channel is approximately 50 %
of the flux measured by the RGIC. These results indicate that the changes observed in the
narrow band (26 nm to 34 nm) and the much wider band (5 nm to 57.5 nm) increase and
decrease similarly, perhaps within a few percent, for a quasi-quiet Sun. That is, during the
simultaneous measurements, there were no eruptive events producing a more than propor-
tional increase of EUV flux in the short-wavelength band. This is also observed from the
SEM central-order channel, which is very sensitive to changes in the soft X-ray flux dur-
ing solar events [Judge et al., 1998]. For quiet-Sun conditions, these two instruments have
observed similar changes in the full-disk solar flux throughout the current solar cycle.

9.10 Helium Photoionization Rates

Using atomic cross-section data and the SEM-measured solar flux, the photoionization
rate of helium is calculated. The ionization rate determined by this method using the SEM
absolute flux is then compared against direct measurements as an independent verification
of the absolute flux value reported. The SEM helium photoionization rates are determined
by multiplying the measured wavelength dependent EUV irradiance by the helium pho-
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Figure 9.3: The absolute solar EUV irradiance at 1 AU from CELIAS/SEM 26 nm to
34 nm first-order and 0.1 nm to 50 nm central-order channels and the neon ionization cell
flown at the same time.

toionization cross-section (in barn1) and then integrating the product over the ionizing
wavelength range. The defining rate equation is

ν =
∫

Φ(λ)σ (λ)dλ (9.3)

In Equation (9.3),ν is the photoionization rate of helium in s−1, Φ(λ) is the solar flux at
wavelengthλ in photons cm−2 s−1, andσ(λ) is the photoionization cross-section in barn,
as a function of wavelengthλ. This method has been used byBanks and Kockarts[1973],
Torr et al. [1979] andTorr and Torr [1985]. The wavelength distribution of the integrated
irradiance measured by the SEM is determined by using the relative solar spectrum given
in Woods et al.[1998]. The absolute helium photoionization cross-section over the spec-
tral region of interest is given bySamson et al.[1994]. The SEM-derived ionization results
have been compared with direct measurements of the solar photoionization rate of helium
by using a double-ionization helium gas cell [Ogawa et al., 1997] to simultaneously mea-
sure the photoionization rate of helium. For these measurements, the helium ionization
cell was flown on the Space Shuttle and simultaneous observations were coordinated with
SOHO ICAL 12. The results of these measurements are described in detail byMcMullin
et al. [2002c]. This direct measurement of the helium ionization rate is in excellent agree-
ment with the indirect results obtained by using the SEM flux data. Both results are shown
in Figure 9.4.

9.11 Conclusions

The CELIAS/SEM on SOHO has provided the first continuous dataset of solar EUV ir-
radiance measurements from solar minimum through solar maximum. The complete SEM
dataset has shown good agreement with the limited full-disk observations available from

11 barn = 10−28 m2
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Figure 9.4: Helium photoionization rate derived from CELIAS/SEM irradiance data plot-
ted with direct measurements for four days from the Helium Ionization Cell (HIC) flown
on the Space Shuttle.

the SOHO CDS and EIT instruments in this same wavelength region in terms of the trend
over the solar cycle, the variability throughout the cycle and the absolute value. On an abso-
lute scale, the SEM irradiance values have been monitored throughout the SOHO mission
by periodic rocket flights. These simultaneous rocket measurements have maintained the
relative standard uncertainty of the SOHO/SEM dataset calibration at 10 %. Additionally,
the absolute value is in good agreement with independent measurements from a rare-gas
ionization cell flown simultaneously and with independent observations of the photoion-
ization rate of helium.
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CNRS-Université Paris XI, Orsay, France

MARTIN C.E. HUBER

ESA, Space Science Department, Noordwijk, The Netherlands
currently at: International Space Science Institute, Bern, Switzerland

Since the beginning of 1996, the space-based telescope and spectrograph SUMER
(Solar Ultraviolet Measurements of Emitted Radiation) on the SOlar and Heliospheric
Observatory (SOHO) of ESA and NASA has obtained spectra of many features of the
quiescent and active Sun with high spectral and spatial resolution. In addition, irradiance
and radiance measurements of line and continuum emission have been performed in the
wavelength range 46.5 nm to 161.0 nm. The instrument was radiometrically calibrated
against the Berlin Electron Storage ring for SYnchrotron radiation (BESSY I), a primary
source standard, with the help of a transfer source standard based on a hollow-cathode
discharge lamp. A thorough cleanliness programme, specifically aimed at chemical con-
tamination control, resulted in an excellent radiometric stability of the normal-incidence
optical system as well as of the detectors. This has been verified under operational condi-
tions by various techniques employed during the SOHO mission, such as line-ratio studies,
observations of stars, and comparisons with other instruments. The observations provide
vacuum-ultraviolet (VUV) radiometry of the Sun in many emission lines and continua of
atoms and ions with relative standard uncertainties of 15 % (detector A) and 20 % (de-
tector B) for the wavelength range 53 nm to 124 nm, with larger uncertainties outside
this interval and after the SOHO recovery in 1998. We report on the present state of the
SUMER radiometric calibration and provide a full bibliography related to this topic.

10.1 Introduction

A quantitative investigation of the solar VUV radiation is of great interest because
its variation is closely related to solar magnetic activity. The VUV radiation incident on
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the Earth is completely absorbed by the high-altitude atmosphere. Consequently, it con-
trols many processes in the upper atmosphere; this is the reason why knowledge of the
irradiance in this wavelength range is of importance. Shortward of 102.6 nm, the O2 pho-
toionization limit, the VUV is responsible for the daytime ionosphere and its heating. This
absorption also leads to other important processes in the Earth’s ionosphere, including
photoionization of N2, O and NO at wavelengths shorter than (79.6, 91.1, and 134.0) nm,
respectively, as well as photodissociation of N2 shortward of 127.0 nm and O2 shortward
of 242.2 nm. The solar VUV spectrum is highly variable on all time scales. It varies, for
instance, with the Sun’s rotation period and the solar sunspot cycle. The variability during
a solar rotation is to a large extent controlled by the contributions of active regions.

The emission lines in this wavelength range are formed at electron temperatures be-
tween 10 000 K and several million kelvin allowing us to probe the solar atmosphere from
the chromosphere through the transition region to the corona. The continuum radiation
near 150 nm is emitted close to the temperature minimum at the top of the photosphere.

The aim of this contribution is to present the radiometric status of SUMER on SOHO
after more than five years of successful solar observations. SOHO [Domingo et al., 1995]
was launched on 2 December 1995 and has been observing the Sun from the inner Sun-
Earth Lagrange point (L1, about 1.5 × 106 km sunwards from the Earth) since early
1996. During the first years of operation, the solar activity was near its minimum be-
tween sunspot cycles 22 and 23 and reached the next maximum in 2000. The observations
were interrupted from June until October 1998. A loss of the spacecraft attitude led to
totally-uncontrolled thermal conditions. The SUMER subsystems, for instance, experi-
enced severe temperature excursions from the design values: in the case of the telescope
mirror a decrease of more than 100◦C has been estimated for this radiometrically-critical
item.

10.2 Instrument Description

SUMER and its calibration concept have been described elsewhere [Scḧuhle, 1994;
Wilhelm et al., 1995], and its performance characteristics, after several months of space-
based operation, have been summarized byWilhelm et al.[1997a] andLemaire et al.
[1997]. Both SUMER detectors A and B have photocathode areas with different responsiv-
ities: the central part of its microchannel plate (MCP) has a coating of potassium bromide
(KBr) and the other parts use the bare plate. The angular pixel size in the direction along
the slit is approximately 1′′ (≈ 4.85× 10−6 rad), corresponding to about 715 km on the
Sun. The spectral resolution element in first order is about 4.4 pm, and 2.2 pm in second
order. The instrument can perform spectral scans in the wavelength range 66 nm to 161 nm
(in first order) and from 46.5 nm to 80.5 nm (in second order: the lower limit is determined
by the low reflectivity of the normal-incidence optics at short wavelengths). The first-order
and the second-order spectra are superimposed (some lines are seen even in third order)
and can be recorded at pointing positions selected on the disk or above the limb in the low
corona. With the slits oriented in the north-south direction, raster images of the full solar
disk (or parts of it) and of the inner corona have been obtained by scanning the telescope
mirror. Scans were performed in angular step sizes of multiples of 0.375′′ across the disk
and in eight swaths for most of the full-Sun images.
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10.3 Radiometric Calibration

The radiometric calibration and the long-term responsivity tracking of an instrument
designed to take measurements on spacecraft pose specific difficulties. The laboratory cali-
bration of SUMER was performed with the help of a transfer source standard [Hollandt et
al., 1992, 1993, 1996a, b] traceable to BESSY I as a primary source standard. It was com-
pleted in early 1995. Extreme particulate and chemical cleanliness requirements [Scḧuhle,
1993] had to be fulfilled during this operation and during the spacecraft integration activi-
ties [Thomas, 2002]. An instrument door and an electrostatic solar-wind deflector in front
of the primary telescope mirror are specific features incorporated in the design in order
to maintain the radiometric responsivity during the launch and operational phases. First
VUV observations of the Sun were performed with SUMER in January 1996.

10.3.1 Initial Characterization

The laboratory calibration was primarily intended to measure the radiometric response
of the system, as far as mirror reflectivities and detector responsivities were concerned.
This was achieved without internal vignetting of the incident calibrated beam. An assess-
ment of the relative standard uncertainties of the SUMER system and its subsystems for
measurements in the spectral range from 53.7 nm to 123.6 nm, which could be reliably cal-
ibrated in the laboratory, has been presented in table 1 ofWilhelm et al.[2000a]. It resulted
in relative uncertainties of 11 % using a 2 mm hole in place of the slit, and 12 % with slit # 2
(1′′× 300′′), where some vignetting by the slit had to be accepted in order to increase the
spectral resolution and to reduce the detector counting rates [Hollandt et al., 1996a]. We
find a relative uncertainty of approximately 18 % for the smallest slit (0.3′′× 120′′). When
applying the spectral responsivity curves shown in Figure 10.1(b), (c), (d), which are based
on the most recent assessment of the performance of the instrument (discussed below), to
solar measurements, it is therefore necessary to take into account the vignetting effects of
field stops as well as the diffraction at the slit. This can be accomplished by applying the
SUMER calibration programmeradiometry.pro. This programme can be found in
the software tree of Solarsoft athttp://soho.nascom.nasa.gov/solarsoft/
soho/sumer/idl/contrib/wilhelm/rad/. It is under configuration control. Al-
though the responsivities and, later on, the irradiance measurements are shown here in
photon units, the programme is also designed to perform all calculations in energy units in
accordance with the International System of Units (SI) [BIPM, 1998].

Note that the uncertainties given in panels (c) and (d) include the contributions of op-
tical stops and diffraction effects. They can be considered as system characteristics of the
SUMER configuration, but the uncertainty of the pixel size has to be treated separately.
The relative uncertainty for detector B in the central wavelength range is larger, because
this device is, in the interest of longevity, operated at a lower gain than during the ground
calibration [Scḧuhle et al., 2000a]. This reduced the responsivity by a factor of 1.17. As de-
tector B had a relative responsivity approximately 20 % higher than detector A during the
laboratory calibration (cf., figure 7 ofWilhelm et al.[1995]), both detectors were expected
to have the same responsivity in flight.

In order to obtain a radiometric characterization in the spectral ranges at shorter and
longer wavelengths, we compared line-radiance ratios measured on the solar disk with the
results of atomic physics calculations. We also evaluated SUMER stellar observations and
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Figure 10.1: Spectral responsivities of the SUMER instrument with its detectors A and B,
and the corresponding relative uncertainties for the 1′′× 300′′ slit. (a) In the upper panel
the responsivity ratio of the photocathodes is shown. (b) First-order and second-order KBr
responsivities evaluated jointly for detectors A and B. The long-wavelength deviation of
detector B is treated in the text as well as the bare MCP responsivities and the third-order
calibration of detector A. The bars in the lower portion of this panel indicate the order of
diffraction. (c) Independent detector A assessment, and (d) corresponding results for de-
tector B. The relative uncertainties in the central wavelength range (indicated by vertical
bars at 53 nm and 124 nm) are derived from the laboratory calibration and are smaller
than those of the in-flight calibration extensions. The changes after the attitude loss of
SOHO are indicated for both detectors. On the long-wavelength side, the relative uncer-
tainty refers to the KBr photocathode only. The “Interim scale” of detector B is explained
in the text.
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obtained radiometric information with the help of the International Ultraviolet Explorer
(IUE) and Hubble Space Telescope standard stars [Bohlin et al., 1990;Nichols and Linsky,
1996;Wilhelm et al., 1997b;Hollandt et al., 1998;Scḧuhle et al., 2000a]. The responsivity
ratios of the KBr and bare photocathodes in panel (a) have been measured in the laboratory
and, in a wider wavelength range, during the mission operations. A very consistent and
stable spectral dependence has been found employing various methods [Wilhelm et al.,
2000a].

In the past, both detectors were treated independently. This type of evaluation is contin-
ued here, and the latest results are shown in panels (c) and (d). The main change compared
to earlier evaluations is related to the post-loss responsivity (cf., Section 10.3.3).

Up to now responsivity functions were only available in first and second order. A deep-
exposure reference spectrum obtained with detector A in a stable coronal streamer on 13
and 14 June 2000 showed the SiXII pair at 49.94 nm and 52.07 nm in second and third
order of diffraction. This allows us to establish responsivity curves in third order for both
photocathodes. As the technical parameters of SUMER restrict observations of spectral
lines in third order to the narrow range of 46.5 nm to 53.6 nm, the SiXII results were, with
some confidence, extrapolated over this range as shown in Figure 10.1(b).

10.3.2 Calibration Tracking

Unless a space-borne instrument can be recovered after flight and re-calibrated, its ca-
libration stability is a major concern during the launch phase and the mission duration.
Comparison with other instruments offers a solution that we have used extensively. In ad-
dition to the IUE data mentioned above, which agreed with SUMER observations near
120 nm, where both instruments overlap in their wavelength ranges, comparisons with
the Coronal Diagnostic Spectrometer (CDS) on SOHO [Harrison et al., 1995] and with
the SOLar-STellar Irradiance Comparison Experiment (SOLSTICE) on the Upper Atmo-
sphere Research Satellite (UARS) [Rottman et al., 1993] have been considered in this
context. The CDS indicated higher radiance values of quiet-Sun regions than SUMER, but
the relative deviations of about 30 % for HeI at 58.4 nm and 9 % to 17 % for MgX at (60.9
and 62.5) nm are within the combined uncertainty margins [Pauluhn et al., 1999]. An im-
portant aspect is that the ratio of the radiances derived from both instruments remained
rather constant over several months, although relative variations in radiance of±20 % oc-
curred. Consequently, we can conclude that the variations are of solar origin [Pauluhn et
al., 2001a, b]. SOLSTICE solar irradiance measurements in NV at 123.8 nm resulted in
values a factor of 1.14 higher than those obtained from SUMER full-disk rasters and only
by 1.11 higher in CIV at 154.8 nm [Wilhelm et al., 1999a]. Given the good radiometric
calibration and stability of SOLSTICE this seemed to indicate that the SUMER response
was too small by a factor just over 1.1 on the long-wavelength side at that time.

In a comparison between a coronal spectrum obtained by SUMER and the CHIANTI
database,Landi et al.[2002] found that the observed ratio of the SiXII lines at 49.9 nm
and 52.0 nm agrees very well with the theoretical predictions. Moreover, there is no ev-
idence for any other gross inaccuracy in the full SUMER wavelength range.Doschek et
al. [1999] also compared theoretically-calculated line ratios of several ions with SUMER
observations. In many cases, excellent agreement was found, but also significant discrep-
ancies, even for ratios in narrow wavelength intervals. Consequently, the main conclusion
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was that improvements in atomic data calculations are required, in particular, for sulfur
ions.

A stable radiometric calibration is also supported by the results of the SUMER flat-
field exposures performed in the HI Lyman continuum near 88 nm. Quiet-Sun conditions
have been selected by pointing to appropriate areas. No significant change of the respon-
sivity of detector A has been found over 200 d, nor was there any decrease in detector B
over 350 d, but a relative increase of less than 20 % could not be ruled out [Scḧuhle et al.,
1998]. In addition, the stable flat-field counting rates, in particular in the case of detector A,
indicate that the radiometric characterization could be maintained, although the high volt-
age applied for the operation of the MCPs had to be raised by more than 500 V to achieve
a constant gain.

However, the recent detection of two slight inconsistencies has led to an update of the
SUMER radiometric calibration in two areas: (1) a comparison of the full-Sun data of
detector A with those of detector B in SVI at 93.3 nm and HI at 93.7 nm showed that a
test period had to be introduced inradiometry.pro at the end of September 1996 (see
Section 10.4); (2) stellar observations [seeLemaire, 2002] and recent reference spectra
of quiet-Sun regions taken on both detectors indicate that the responsivity of detector B is
higher than detector A longward of 104 nm. However, the slope of the increase is different,
in that the stellar observations show a factor of nearly two at 147 nm, whereas the reference
spectra give only 1.31 at 150 nm. Work is ongoing to resolve this discrepancy. At this
stage we provide both options in the SUMER radiometry evaluation. Firstly, we assume
the reference spectrum result and re-scale detector B accordingly. It then transpires that the
data points available for both detectors are not systematically different within the relative
uncertainty margin of 20 %. It has thus been possible to determine joint KBr responsivity
functions for detectors A and B in Figure 10.1(b). The detector B excess longward of
104 nm has, of course, to be taken into account again later. Finally, with the help of the
KBr-to-bare ratio, responsivities can be obtained for the bare MCP. Secondly, we adopt
the ratio obtained with the starα Leo which was the basis for the previous, separately-
evaluated responsivities of both detectors. See Section 10.5 for the actual implementation
in radiometry.pro.

10.3.3 Other Aspects Relating to Radiometry

The radiometric characterization of SUMER has been performed in such a way that
averages over many detector pixels have been used to determine the responsivity [Wilhelm
et al., 1995;Hollandt et al., 1996a]. Because of relative variations of the pixel size (2 %
in the spectral dimension and 1.5 % in the spatial dimension), and a varying flat-field
response [Dammasch et al., 1999a;Scḧuhle et al., 2000a], the single-pixel data have to be
treated with great care.

The spectral responsivity curves displayed in Figure 10.1(b), (c), (d) refer to situations
with low counting rates both for the total detector and for single pixels. Whenever the to-
tal counting rate exceeds about 5× 104 s−1, a deadtime correction is required and with
a single-pixel rate above about 3 s−1, a gain-depression correction is called for (cf., Sec-
tion 10.5).

The responsivity curves are the best functions available to date for the period from
January 1996 to June 1998 and from November 1998 to December 2001, but they have
undergone modifications in the past and might do so again in the future. There are two
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Figure 10.2: Continuation of the history of the SUMER radiometric calibration revisions
during the SOHO mission until 7 February 2002. The period from December 2001 to 7
February 2002 (Epoch 8) is not shown as it deviates from the recent one only by a slight
modification of the interpolation method between 70 nm and 80 nm on the bare MCP. The
calibration status before October 1999 is documented in Figure 4 ofWilhelm et al.[2000a].
The ratios (shown on a scale between 0.33 and 3) of the responsivity functions to the most
recent functions are shown for both detector A (KBr: solid lines; bare: dotted lines) and
detector B (KBr: dashed lines; bare: dashed-dotted lines) in both orders of diffraction. The
epochs applied are given in each panel. The best calibrations available now are represented
by unity in panel (d) for the separate evaluation in panels (a) to (c) and in (h) for the joint
one in panels (e) to (g). In panels (d) and (h), the reduction of responsivity caused by the
attitude loss is also indicated. The test phase of detector B in 1996 could not be documented
in the format of this diagram.
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reasons for such modifications: an improved understanding of the performance of the in-
strument including its calibration, and changes of the status of the instrument with time.
Figure 10.2 summarizes the modifications since October 1999 continuing the history doc-
umented in figure 4 ofWilhelm et al.[2000a]. The plots demonstrate that the calibration
status in the central wavelength range is very consistent over time for both detectors. The
changes apparent at long wavelengths in panels (e) to (g) for detector B are related to the
inconsistencies of the star data mentioned above. We recommend the use of the joint eval-
uation in this range. Most of the other small changes present stem from modifications of
the interpolation method.

The bulge near 80 nm for detector B seems to indicate that in this interval both de-
tectors cannot be treated jointly. It might be advisable to use the separate responsivity of
detector B here. At short wavelengths, the deep exposure in the corona furnished, in addi-
tion to the third-order measurements of the SiXII line pair, precise second-order data that
led to a modification for detector A. The deep exposure also proved that the NeVII line at
46.52 nm in second order cannot be separated from HI 93.08 nm and HII 93.03 nm in first
order. It was, therefore, eliminated from the data set. Before an adequate low-gain level of
detector B was found, a test configuration was used between 24 September and 6 October
1996, which will be considered below. The revisions shown in Figure 10.2(a) to (c) and
(e) to (g) resulted from a better understanding of the calibration status. However, a major
change of the responsivity happened during the attitude loss of SOHO.

After the recovery of SOHO, a responsivity decrease was found over a wide spectral
range as shown in panels (d) and (h) by the dashed curves. We attribute this change to
the deposition of contaminants and subsequent polymerization on the optical surfaces of
the instrument, because both detectors were equally affected. The telescope mirror is con-
sidered to be the prime candidate. This critical item was held at an elevated temperature
of about 40◦C (non-operational) or about 80◦C (operational) compared with 23◦C of
the optical bench structure at all times of the nominal mission. This was done in order to
avoid any condensation on the mirror. During the interval of SOHO’s uncontrolled atti-
tude, however, the temperature estimate for this mirror was near−80 ◦C, whereas other
parts of the spacecraft reached very high temperatures. A first assessment led to a decrease
in relative responsivity of 43 % [Wilhelm et al., 2000a].Scḧuhle et al.[2000b], in a second
study, included only observations which could not have been influenced by active-region
contributions. Relative losses of 26 % for HeI 58.4 nm, 28 % for MgX (60.9 and 62.4) nm,
34 % for NeVIII 77.0 nm, 39 % for NV 123.8 nm, and 29 % for the HI Lyman continuum
were obtained, resulting in an average relative loss of 31 %. It should be noted that star
observations ofα Leo before and after the attitude loss provide strong evidence that the re-
sponsivity decrease is wavelength dependent with a tendency to become rather small at the
longest wavelengths. Additional observations were performed in August 2001 [Lemaire,
2002]. Reference spectra taken in quiet-Sun regions furnish yet another means of deter-
mining the wavelength dependence of instrumental changes. The small solar areas covered
by the slit during the observation of reference spectra and the relatively short integration
times lead, together with significant variations of the solar radiance even of the quiet-Sun
chromospheric network, to considerable scatter and uncertainties. However, these obser-
vations confirm that the longer wavelengths of the SUMER range are less affected by the
attitude loss. Consequently, we adopted a relative loss in the responsivities of 31 % for
wavelengths shorter than 123.8 nm (NV) (as before), which linearly decreases to 5 % at
161 nm.
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Quiet-Sun reference spectra obtained with both detectors also provide consistency
checks on the responsivity functions of detectors A and B, which have been established
independently, as well as on the KBr-to-bare photocathode ratio. No significant change of
this ratio could be detected over the operational period since the laboratory measurements
(cf., Figure 10.1(a)).

10.4 Radiances and Irradiances

A first-order solar radiance spectrum obtained on 12 August 1996 and treated with the
most recent calibration software is displayed in Figure 10.3. In addition to the emission
lines, several continua are very prominent. Some black-body radiation levels have been
plotted by adjusting the temperature in Planck’s law. The temperature required to produce
an adequate fit at long wavelengths is close to the values expected near the temperature
minimum in the solar atmosphere [cf.,Brekke and Kjeldseth-Moe, 1994;Samain et al.,
1975], thus supporting the responsivity curves applied. By studying the line radiance mea-
surements of quiet-Sun areas performed by the Joint Observing Programme (JOP) named
ICAL 01, which was designed for the inter-calibration of SOHO instruments, a significant
increase in all emission lines has been found from 1996 onwards [Scḧuhle et al., 2000b, c,
d; Wilhelm et al., 2000a].

In evaluating spectra of the type shown in Figure 10.3, the overlapping first and second
orders of diffraction cause some difficulties. For emission lines the separation is relatively
straightforward (provided their orders have been established). The second-order lines have
in fact been manually removed from the spectrum in Figure 10.3. However for continua
the task is not so trivial. In principle, observations on both photocathodes could be used
to separate the diffraction orders, but at long wavelengths, where the second-order con-
tribution is most significant, the KBr-to-bare ratios are close to one in both orders (cf.,
Figure 10.1(a)), and the results are rather uncertain. A complete quiet-Sun reference spec-
trum observed on detector A (78 to 160) nm on 12 November 2001 and another one on
detector B (67 to 149) nm shortly afterwards, allowed us to separate the continua between
134 nm and 160 nm, where second-order contributions are of importance. The first-to-
second-order responsivity ratio of the grating had been found to be 1.66 at 79.0 nm (OIV )
for detector A [Wilhelm et al., 1997a]. This ratio could be confirmed with the recent B
spectrum for this line, but the lines NeVIII 77.0 nm and NV 76.5 nm indicate a decrease
of the ratio with decreasing wavelength. At 70.4 nm (OIII ), we find 1.16. Under the as-
sumption of a linear decrease of the ratio with wavelength, we can then use the spectra
obtained to find the contribution of the second-order continuum to the first-order observa-
tions at long wavelengths. The results are plotted in Figure 10.4 for both photocathodes.

Solar irradiances of emission lines can be derived from SUMER measurements with-
out assumptions only when a raster scan of the whole disk has been performed. This has
been done for many lines. Since line irradiances derived from full-Sun rasters provide the
best opportunities for radiometric inter-comparisons, we present in Table 10.1 a selection
of such observations treated with the latest SUMER calibration routine (epoch 9), nor-
malized to 1 AU (astronomical unit). Typical relative standard uncertainties are less than
20 % for most of the emission lines, but 30 % for CIV . Note that the agreement with
SOLSTICE in Section 10.3.2 was much better than these wide margins, indicating that the
SUMER uncertainties, in particular at long wavelengths, are probably too conservative.
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Figure 10.3: SUMER radiance spectrum of a quiet-Sun region in first order of diffraction
(second-order spectral lines have been removed manually). Prominent lines and continua
are identified. Some black-body radiation levels are shown to provide an estimate of the
radiation temperatures of the continua. A SUMER spectral resolution element in first order
corresponds to 7µm on the scale of this diagram.

It should be mentioned that the latest calibration yields a relative SOLSTICE/SUMER
agreement for CIV at 154.8 nm within 4 %.

All full-disk images were taken with the slit # 2 (1′′× 300′′) and most of them on
detector A. These images allow us to determine the limb brightening of the corresponding
emission lines, and also to separate the irradiance into contributions from quiet-Sun areas,
coronal holes or active regions [Wilhelm et al., 1998]. In the case of CIII , missing parts
of the disk have been restored with average disk values up to the photospheric limb. In
previously calculated and published SUMER values [Wilhelm et al., 1998, 1999b, 2000b]
some of the line radiances seem to have been underestimated. This could be due to an
attempt to obtain apure image in a spectral line. New, detailed studies of the profiles led
to the results listed in Table 10.1. For this refinement of the evaluation, gain and deadtime
corrections were applied as indicated. For the HeI line, a relative correction of about 9 %
is now performed based on the actual detector counting rates. This is different from the
earlier evaluations mentioned and explains the higher value obtained. The NeVIII line has
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Figure 10.4: Fractional contribution of the HI Lyman continuum to the sum of the first-
and second-order continuum at long wavelengths as observed on both photocathodes in
reference spectra obtained with both detectors on 12 November 2001.

been observed in second order of diffraction, where it is hopelessly blended with weak SiI

lines in first order, whose relative contributions, however, amount only to a few percent.

With the exception of OV, which was integrated on board, all other results are well
within the declared uncertainty margins of the earlier results. We have thus studied the
O V 63.0 nm line in greater detail using radiance data from inter-calibration runs, reference
spectra and other quiet-Sun observations in 1996 together with measured centre-to-limb
variations (limb-brightening factor of 3.7), and find an estimate for the average line irra-
diance in photons of 1.15× 1013 s−1m−2 with a relative standard uncertainty of 20 %.
This value agrees with irradiances obtained from the full-Sun data within the uncertainty
margins. An average of 1.37× 1013 s−1m−2 was obtained from observations in the years
1997 to 2000. There was no systematic difference between observations on the KBr pho-
tocathode and the bare MCP indicating that the second order OV line is not blended by
any prominent first-order line.

During a 360◦ roll manœuvre of SOHO on 20 March 1997, the SUMER slit was
set to cross the solar limb and then moved around the disk with the spacecraft rotation.
Together with coordinated quiet-Sun radiance measurements, irradiance values for many
emission lines could be estimated with a minimum of assumptions [Dammasch et al.,
1999b;Scḧuhle, 2000c]. Taking the NV line at 123.8 nm as an example, the result in
photons wasE(N V) = 7.60× 1012 s−1m−2 with a relative standard uncertainty of 25 %.

An overview of irradiance measurements and estimates obtained with SUMER is shown
in Figure 10.5. Also included is an OV photon irradiance estimate at 1.84× 1013 s−1m−2

obtained during the same roll manœuvre. This value is more than a factor of 1.3 higher
than the full-Sun irradiance in 1996. Inspection of the corresponding centre-to-limb varia-
tions showed significant enhancements at or near the limb in 1997 caused by small active
regions. In assessing the consistency with other OV irradiance measurements, it must be
taken into account that the method of estimating the irradiance from the roll data intro-
duces considerable additional uncertainties. Estimates for thirty-three other emission lines
are available from this roll as well.
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Table 10.1: Observing parameters and irradiance results of complete solar images in the
C III , NeVIII , C IV , and HeI emission lines on detector A with high spatial and the full
SUMER spectral resolution. The OV window was spectrally integrated (i) over 50 pixels
on board of SOHO, but corrected for SiI blends and continuum contributions (combined
relative correction: 37 %).

Spectral line C III NeVIII C IV He I O V

Wavelength,λ/nm 97.7 77.0a 154.8 58.4a 63.0a

Temperature,Te/kK 70 630 100 20 230
Exposure time,ts/s 7.25 7.50 15.00 7.00 2.00
Angular step width,1s/′′ 1.13 1.88 1.88 1.50 3.00
Photocathode bare bare KBr bare KBr
Spectral window in pixel 25 25 50 25 50(i)
Date in 1996 28 Jan 02 Feb 04 Feb 02 Mar 14 Jun
Solar radius from Earthb, R�/′′ 974.5 973.9 973.6 968.3 944.8
Start time in UTC 22:40 02:05 02:06 23:22 11:46
Duration in h:min 25:27 16:03 31:34 27:24 3:44
F10.7/(10−22 W m−2 Hz−1) 71.8 74.2 71.4 69.0 69.8
Counting ratec, Nc/(106 s−1) 691.7 18.55 13.78 34.24 114.1
Line irradiance at 1 AU

E/(µW m−2) 131 7.78 83.8 34.6 41.4
in photons,E/(1012 s−1m−2) 64.5 3.01 65.3 10.2 13.1

Relative gain correction,cg/% 35.6 1.5 1.6 5.0 10.0
Relative deadtime correction,cd/% 11.8 0.5 0.4 4.3 6.1
Relative standard uncertainty,ur /% 18 16 30 16 19

a Observed in second order of diffraction.
b Seen from SOHO the radius is larger by a factor of 1.01.
c If the full Sun were to be seen by the detector.

Another roll manœuvre was performed on 14 and 15 November 2001. SUMER was
operated in a mode similar to that in 1997. Quick-look data confirmed that good observa-
tions have been obtained, but they could not be evaluated in time for this report.

Without considering the test period between 24 September and 6 October 1996 men-
tioned above and the resulting additional correction, the SVI and H I irradiances would
be too low by a factor of 1.18, which would introduce a discontinuity much larger than the
variations before that date suggest. A detailed study of the dependence of the responsivity
of detector B on the gain settings (level of the high voltage) showed that half of this correc-
tion can be understood as a consequence of the specific test configuration. The remaining
portion of the reduction could not be explained, but is well within the uncertainty margin
anyway.

The correction can be applied by setting the keywordstest anddetb in radiome-
try.pro. It is shown in Figure 10.1(d) by the “Interim scale”. Any evaluation of observa-
tions in the above time interval performed without the keywordtest has to be corrected
accordingly.
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Figure 10.5: Solar irradiance observations in VUV emission lines with SUMER in 1996
and 1997. Detector B was used after 23 September 1996. Not all uncertainty margins are
shown in the interest of clarity. Spectral lines with wavelengths shortward of 79 nm have
been observed in second order.

10.5 Conclusions

SUMER data can be obtained for further investigations from the public domain of the
SOHO archive (http://soho.nascom.nasa.gov/data/catalogues/main.
html) or the SUMER Image Database (http://www.linmpi.mpg.de/english/
projekte/sumer/FILE/SumerEntryPage.html).

Both SOHO and SUMER are still operational, albeit the latter with reduced perfor-
mance capabilities, in particular concerning spatial rasters and the remaining count poten-
tial of the detectors. The responsivity curves in Figure 10.1 present the status before and
after the SOHO attitude loss. The radiometric calibration of SUMER data requires the ap-
plication of the programmeradiometry.pro, of which the latest and official version is
that contained in the software tree of Solarsoft at any given time. The December 2001 and
February 2002 issues (epoch 8 andepoch 9) contain two slightly-different versions
according to their evaluation (separate or joint) except for the bare MCP in second
order. We recommend the use of the joint alternative, when available, as it provides the best
consistency between detectors A and B. However, in the interest of a complete change his-
tory of the independently-calibrated detectors the sequence of responsivity curves is also
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continued in the old format, and, as mentioned in Section 10.3.3, the separate evaluation
should be used for detector B between 75 nm and 88 nm.

Any modifications have been and will be announced to the user community, and are
also documented in the comments accompanying the programme. An update of the his-
tory of the responsivity functions between October 1999 and December 2001 has been
presented in Figure 10.2. With the help of epoch keywords, all past calibration stages
can be recovered. Other keywords control the specific responsivity function to be applied.
Programmes for deadtime corrections (deadtime corr.pro) and the reversal of lo-
cal gain depressions (local gain corr.pro) are also available for observations with
high counting rates.

Given the calibration activities with SUMER outlined above, we have achieved a rela-
tive standard uncertainty of 15 % to 20 % in the wavelength range from 53 nm to 124 nm
for high-resolution measurements in the spatial and spectral regimes. This is better than
we could have anticipated in the planning phase of SOHO and SUMER. This success of
the SUMER calibration, and of SOHO in general, will also be an important benchmark for
future missions.
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Pauluhn, A., Rüedi, I., Solanki, S.K., Schühle, U., Wilhelm, K., Lang, J., Thompson,
W.T., Hollandt, J., and Huber, M.C.E., Intercalibration of SUMER and CDS on SOHO.
II. SUMER detectors A and B and CDS NIS,Appl. Opt.40, 6292–6300, 2001b.

Rottman, G.J., Woods, T.N., and Sparn, T.P., Solar-Stellar Irradiance Comparison Experi-
ment 1. 1. Instrument design and operation,J. Geophys. Res.98, 10667–10677, 1993.

Samain, D., Bonnet, R.M., Gayet, R., and Lizambert, C., Stigmatic spectra of the Sun
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The Ultraviolet Coronagraph Spectrometer (UVCS) was characterized and radiometri-
cally calibrated in the laboratory as a system at the Harvard-Smithsonian Center for Astro-
physics in June of 1995. Component level calibrations of optical components and detectors
were also performed. After launch, an in-flight calibration activity was carried out that ex-
tended the laboratory calibration, compared UVCS measurements of stars to those of other
instruments and monitored the radiometric stability of UVCS through repeated measure-
ments of stars that are believed to have nearly constant ultraviolet irradiance. In-flight
measurements have, in general, confirmed the laboratory radiometric calibration. Compa-
risons to Spartan 201 observations of the same coronal structures agree within 10 %. The
system responsivity, although it has changed somewhat during the six years of operation,
is well behaved and characterizable. This paper describes the UVCS calibration and its
results.

11.1 Introduction

In this paper we describe the radiometric calibration of UVCS and the current state of
knowledge regarding its responsivity. This paper does not describe the extensive charac-
terization of the instrument mechanisms and non-radiometric system properties that have
been achieved through both laboratory and in-flight procedures. For example, the char-
acterization of the variable slit widths is not presented even though this information is
an integral part of the spectral radiance calibration. Similarly, the characterization of the
pointing of the telescope mirrors is not described nor are the determinations of the wave-
length scales and grating rotations. The laboratory characterization of the internal occulter
position, which determines the limiting aperture for observations at selected heliographic
heights, is not described, but the determination of the vignetting function, which depends
on both the internal occulter position and variations of reflectances and grating efficiencies
across the surface of the optical components, is described. Another important aspect of the
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UVCS characterization is the stray light determination, which is a consideration for all
UVCS observations. The stray light depends on the heliographic height of an observation.
It can be determined by observing spectral lines of low charge state ions that do not exist
in significant amounts in the corona. Comparisons of such measurements to laboratory
stray light measurements yield consistent results. Calibration files containing all of this
information as well as the radiometric calibration itself are included in the UVCS Data
Analysis Software, which is available through the SOHO Archive and elsewhere. An im-
portant aspect of the in-flight calibration activity has been the monitoring of the detector
gain stability. The gain of the microchannel plate (MCP) z-stack in the crossed-delay-line
(XDL) detectors [Siegmund et al., 1994] of UVCS degrades with accumulated photon dose
on the photosensitive areas of the first MCP. This effect is believed to be a result of wear to
the final MCP in the stack. In-flight measurements have been used to track the changes in
gain across the detector surface and increase high voltage as necessary to ensure that the
detected quantum efficiency remains constant to within±5 %.

The UVCS radiometric calibration is based on the pre-launch system level calibra-
tion, component calibrations and in-flight calibrations. The calibration of the OVI channel
presented herein, including specified changes, is applicable for the entire mission. The ca-
libration of the Ly-α channel is applicable through 3 September 1997 when the detector
high voltage for that channel was lowered to reduce the current, and certain regions of the
detector became unreliable. The system level laboratory calibration could only be done
at one position of the internal occulter (i.e., the aperture used for observations at 2.7 so-
lar radii). The in-flight calibration together with the component calibrations were used to
extend the system calibration to all instrument apertures that have been used during the
mission (i.e., those for every heliographic height observed). In-flight intercalibrations to
UVCS/Spartan 201 and SUMER were accomplished using co-registered observations of
the Sun during the mission. In addition, periodic measurements of stars, which are be-
lieved to have relatively constant UV spectral irradiances, have been used to determine
the consistency of the UVCS calibration and that of Voyager, the International Ultraviolet
Explorer (IUE) and Far Ultraviolet Spectroscopic Explorer (FUSE) spacecraft. Periodic
measurements of the same stars have been used to indicate the stability of the UVCS re-
sponsivity over a six year period.

In-flight observations were also used to compare the laboratory radiometric calibra-
tions of UVCS’s two UV channels at overlapping wavelengths near 121.6 nm. A small
difference was discovered. As a result, the calibrations of both channels were shifted so as
to bring them into agreement with each other.

11.2 Instrument Description

The UVCS (see Figure11.1), a system of three externally and internally occulted tele-
scopes feeding two ultraviolet spectrographic channels and one visible light polarimetric
channel, has been described previously [Kohl et al., 1995]. Light from the solar disk enters
the UVCS aperture and is absorbed in a light trap mounted near the rear of the instrument.
One edge of the aperture is a linear serrated blade that forms the edge of the external oc-
culter; each UV telescope mirror resides in the shadow behind that occulter. Rays from
the solar disk, diffracted by the external occulter, which would otherwise be specularly
reflected by the telescope mirrors into the spectrograph, are intercepted by the internal
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Figure 11.1: Schematic of the UVCS optical system.

occulter which can move perpendicularly to the external occulter edge. The selected posi-
tion of the internal occulter depends on the heliocentric height observed. In this way the
limiting aperture of UVCS for any given observation is determined by the position of the
internal occulter. The UV telescope optical surfaces themselves are chemical vapor de-
posited (CVD) silicon carbide on silicon carbide substrates. The mirrors have a spherical
figure with 750 mm focal lengths. Both UV spectrographic channels are normal incidence
Rowland circle designs. Both have adjustable entrance slits. The diffraction gratings are
toric in figure [Huber et al., 1988] with 750 mm major radii of curvature and are held
in independently adjustable Johnson-Onaka style mechanisms. The detector systems are
microchannel plate based with XDL anodes. The grating ranges and rulings are chosen so
as to center the HI Ly-α line (121.6 nm) in one channel and the OVI doublet 103.2 and
103.7 nm in the other. Inside the OVI channel there is an auxiliary mirror that is strategi-
cally placed to divert a band of light which includes the HI Ly-α wavelength toward the
O VI detector when the OVI grating is rotated to a specific range of angles. In this way a
“redundancy” has been created for the portion of the spectrum containing HI Ly α.

The instantaneous field of view of UVCS is a variable width slice of the corona ap-
proximately 40′ long (i.e., in the direction that is tangent to the disk). The width of the
slice (i.e., in the radial direction) is given by the ratio of the spectrometer slit width to tele-
scope focal length and so is selectable between about 1′′ and 1.4′. The images recorded by
the XDL detectors display spatial imaging information along the slit length and spectral
information in the direction of the width. The UVCS can be rolled about the sun-center
axis by approximately 350 degrees, and the telescope mirrors can be rotated from 1.2 to
10 R�. UVCS can also change its normally sun-centered pointing by±35′. In this way
UVCS can observe radial heights from –1 to 12R�.
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11.3 Cleanliness

Cleanliness was an issue of major concern during the fabrication, integration, and test-
ing of UVCS. Its stray light performance is sensitive to light scattering by particulate
contamination, and its optical efficiencies are affected by molecular contamination pho-
topolymerized on its optical surfaces. While the former is routinely controlled by carrying
out the work on the instrument in suitable conventional cleanrooms, the latter requires
attention to all manner of details ranging from choices of construction materials to ap-
propriate filtration through activated carbon of the air circulated in the aforementioned
cleanrooms. For UVCS the cleanliness program was laid out in appropriate process con-
trol documents that specified a total allowable quantity of chemical and particulate surface
contamination, procedures for cleaning parts allowable solvents and materials, etc. Since
the structure of UVCS was constructed of graphite fiber reinforced epoxy (GFRE), which
is sensitive to the absorption of moisture, it was also essential to control humidity and to
keep the instrument purged with dry gas whenever it was not actively being assembled or
tested. A rigorous program was set up to monitor the contaminant levels, including mois-
ture absorption, throughout all stages of construction, integration, and testing in order to
verify compliance with the control documents and to be able to take corrective action be-
fore levels approach the allowable limits. The program was reasonably successful overall,
and certainly none of its rigor should be relaxed for any future instrument. However with
the benefit of hindsight, some changes would be made, i.e., the allowance of additional
time for optical testing and component change-out as necessary, and the addition of doors
and active pumping to the detectors to prevent deterioration of the photocathodes. For
further details of the UVCS cleanliness program, seeScḧuhle et al.[2002].

11.4 Laboratory Measurements of Instrument Properties

The UVCS system level tests were carried out in laboratories at the Harvard-Smithsonian
Center for Astrophysics in June of 1995. A description of that work was published in 1996
[Gardner et al., 1996] and only will be summarized here. Owing to the design of the inter-
nal occulter mechanism, the UVCS system level calibrations were limited to one optical
aperture – the one used for measurements at a heliocentric height of 2.7R� and corre-
sponding to the internal occulter’s launch-locked position.

The count rateC of the UVCS response to a source of spectral radianceI (λ) is:

C = (wshswmhm)/ f 2
∫

I (λ)ε(λ)dλ, (11.1)

wherews is the slit width,hs is the slit height,wm is the unvignetted mirror width,hm is
the mirror height andf is the telescope focal length. The system responsivity is given by:

ε(λ) = Rt(λ, xt, yt)Eg(λ, xg, yg)Ed(λ, xd, yd), (11.2)

whereRt(λ, xt, yt) is the mirror reflectance,Eg(λ, xg, yg) is the grating efficiency includ-
ing the coating andEd(λ, xd, yd) is the detected quantum efficiency of the detector system.
All three of these quantities depend on wavelength and can vary over their respective sur-
faces. Hence, Equation (11.1) describes the count rate for a particular region of the aperture
and a particular pixel.
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Figure 11.2: The arrangement for the UVCS system level calibration and characterization.
This primary vacuum chamber and its peripheral units included the light sources, pre-
dispersing monochromator, the collimating mirror, standard photodiodes and instrument
support. All of these units were equipped with mechanisms that facilitated remote control
of the in-vacuum devices.

The effective areaAeff for a particular wavelengthλ i is given by

Aeff = (wmhm)ε(λi), (11.3)

where an average value over the aperture is used forRt andEg, and a reference area on
the detector is used forEd. Equations (11.1) and (11.3) are applicable to the primary Ly-α

and direct OVI channels but not to the redundant Ly-α path, which contains an additional
optic inside the spectrometer. See Section 11.5.3.1.

The general arrangement for the UVCS radiometric calibration is shown in Figure 11.2.
Radiation from a gas discharge light source was predispersed using a 1 meter radius
monochromator with a 1200 line-per-mm grating. A single bright atomic line was focused
onto its exit slit. The light passing through the slit (and through insertable filters of known
density) was collimated by a 4.6 m focal length, f/10 mirror. The mirror was remotely
adjustable from outside the vacuum and so the light could be directed toward the UVCS,
which was mounted on a support that could be remotely translated and pivoted. The col-
limating mirror and the position of UVCS were adjusted so that the line radiation entered
through the UVCS instrument aperture and onto its telescope mirrors completely filling the
portion of the mirrors that was not covered by UVCS’s internal occulter. That 11 mm wide
portion of the mirrors, which is the one used for observations at 2.7 solar radii from sun-
center, was the only part of the aperture that could be calibrated during the system level
calibration. The UVCS radiometric response was measured against secondary photodiode
(cesium telluride and aluminum oxide) standards from the National Institute of Standards
and Technology (NIST). The NIST photodiodes resided on x-y translation stages located
immediately in front of the UVCS and could be inserted anywhere within the collimated
beam. The portion of the light striking each of the telescope mirrors was measured by scan-
ning the appropriate photodiode over the portion of the beam illuminating the mirror. The
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Table 11.1: Laboratory measured UV radiometric system responsivities. The relative stan-
dard uncertainty in the numbers presented is 16 %.

Wavelength / System Responsivities
nm Ly-α channel OVI channel redundant Ly-α path

102.6 0.0033
104.8 0.0030
116.5 0.0022
112.6 0.0020
123.6 0.0021 0.0010

253.7∗∗ < 3×10−9

∗∗ With instrument configured to detect HI 121.6 nm.

intensity was uniform to within± 10 %. The≈1 mm wide exit slit of the predisperser was
imaged onto each UVCS slit by a combination of the collimating mirror and the respective
UVCS telescope mirror with demagnification by a factor of six. Each slit could be set large
enough to pass the entire light bundle, which was passed on towards the respective grating
where it was dispersed and focused onto an XDL detector. The count rates registered on
the detectors (adjusted by the filters’ densities) were compared directly to the output of the
NIST photodiodes, thereby giving the system responsivity. Measurements were made for
both UV channels at several wavelengths within their respective ranges.

A total relative standard uncertainty of 16 % for each of the radiometric measurements
is computed as a quadature sum of the relative standard uncertainties in the calibration of
the reference diode (10 %), the uniformity over the telescope aperture of the incident radi-
ation (10 %), the variation of the incident light intensity during a measurement (5 %), and
various miscellaneous uncertainties (5 % total) such as the calibration of the current mea-
suring devices, areas of apertures, etc. The results obtained are reproduced in Table 11.1.

Since the laboratory system calibration could be accomplished at only one aperture, the
determination of the behavior of the system responsivity of UVCS as a function of aperture
was not carried out until after launch. To support in-flight measurements (presented in
Section 11.5 of this paper), a laboratory study of the behavior of the efficiency of the UVCS
gratings as a function of illuminated aperture was carried out using replicas made from the
same masters as the flight gratings. A description of those measurements is published in
Gardner et al.[2000]. The results are reproduced in Figure 11.3. Because of schedule
constraints during the laboratory testing period, complete measurements of the variations
of the instrument’s responsivities over the full active areas of the detector systems, i.e., the
flatfield-calibrations, could not be made. However, representative portions of the detectors
were studied with the plan of confirming and extending the measurements in flight.

The laboratory calibration did not include system level measurements of the OVI chan-
nel second order responsivity. Estimates of responsivities at second order have been made
using measurements of components and taking into account degradation observed in the
detector systems.

Based on measurements of the individual components and/or replicas of the individ-
ual components, the responsivity at 104.8 nm should be the product of the reflectivity of
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Figure 11.3: Behavior of the UVCS channels as a function of unvignetted width. Curves
(a), (b), and (c) show the effective area averaged over the width of the aperture as functions
of the mirror width for the OVI Ly-α, and redundant Ly-α channels, respectively, as deter-
mined from the laboratory measurements. The error bars denote the standard uncertainty
in each curve and are plotted at the launch-locked aperture value of 11 mm. The horizontal
dotted lines are provided as an aid to the eye.

the SiC-coated telescope mirror (46 %) [Osantowski et al., 1992], the grating reflectiv-
ity (18 %), the groove efficiency averaged over the “standard aperture” of 11 mm width
(49 %), and the detected quantum efficiency of the KBr-coated XDL detector (18 %)
[O.H.W. Siegmund, personal communication, 1995;Kohl et al., 1995]. However, the pro-
duct of these numbers is 0.73 %, which is 2.1 times the measured system value. A similar
analysis has been carried out for HI Ly-α 121.6 nm, which in the redundant Ly-α path of
the OVI channel includes a reflection at an 85 degree angle of incidence (75 % efficient)
off the MgF2/Al coated auxiliary mirror. Here the loss factor is 3.2. Given the nature of the
optical components and the environmental conditions experienced by UVCS, we believe
the loss in responsivity at both wavelengths is consistent with damage to the KBr coating
of the detector from exposure to water vapor (i.e., humidity). A reasonable way to model
the loss in responsivity is to take a weighted linear combination of the quantum efficien-
cies of bare microchannel plates (from the same lot as UVCS) [Siegmund et al., 1995] and
of the assumed undegraded KBr coated microchannel plate (i.e., that of the actual UVCS
detector) as measured at the component level [Kohl et al., 1995]. It happens that 73 %
“bare” plus 27 % KBr provide the observed degradation at both 104.8 and 121.6 nm.
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To obtain a responsivity of the UVCS in second order at HeI 58.4 nm, we first modify
the efficiency of the XDL detector using the coefficients deduced above and the unde-
graded efficiencies for 58.4 nm. The overall detector efficiency at 58.4 nm is then reduced
from 27 % to 12 %. Multiplying by the component efficiencies at 58.4 nm (telescope
mirror, 27 %; average grating efficiency for the first 11 mm, 4.6 %; redundant mirror re-
flectivity, 70 %) provides a system level responsivity of about 0.10 % for the standard
aperture.

An alternative method of estimating the responsivity at 58.4 nm can be made based on
the performance of a “life-test” KBr coated detector.Jelinsky et al.[1996] report respon-
sivity measurements that have been periodically made for 67 months. The detector, which
was stored in dry nitrogen between laboratory air exposures at the time of measurement
updates, has shown a 30 % loss of responsivity at 58.4 nm, a 21 % loss at 104.8 nm, and a
loss of 36 % at 121.6 nm over the 67 months. Admittedly the environment experienced by
the UVCS detectors has been very different from that experienced by the “life-test” unit.
Indeed, the latter has likely been better controlled and the environment more benign than
that experienced by UVCS during integration and testing. Nevertheless, if one assumes
that the UVCS OVI detector has degraded in the same relative proportions as the life-test
detector, then the degradation at 58.4 nm can be related to the observed degradations at
104.8 nm and 121.6 nm. Thus, comparing to 104.8 nm, one obtains a degradation given
by the ratio of the test detector’s degradation at 58.4 nm to that at 104.8 nm (0.30/0.21)
times the observed degradation of the UVCS detector at 104.8 nm. The resulting UVCS
system level responsivity at 58.4 nm is 0.061 %. Comparing to 121.6 nm, one obtains
a degradation given by the ratio of the test detector’s degradation at 58.4 nm to that at
121.6 nm (0.30/0.36), times the observed degradation of the UVCS detector at 121.6 nm.
The resulting UVCS average system responsivity at 58.4 nm is 0.052 %.

Lacking better information, we choose to algebraically average the three values (0.10 %,
0.061 % and 0.052 %) to obtain a best estimate of 0.071 %. The relative standard uncer-
tainty is estimated to be 50 % of this number. This value reflects the confidence in the
methods used and is deliberately chosen to encompass all three values.

11.5 In-flight Radiometric Measurements

In-flight performance has been determined and monitored using specially designed
observations of three source types: (1) stars, (2) the solar disk, and (3) the corona at helio-
centric heights in the ranges 1.5 to 5.0R� .

11.5.1 Observations of Stars

Observations have been made by UVCS of about 15 stars that pass within 12R� of
sun-center. Voyager, IUE, and FUSE, among others, have made spectral irradiance mea-
surements of one or more of the same stars in spectral ranges overlapping those of UVCS.
A typical UVCS measurement consists of a “passage” of the star’s image across the UVCS
slits. Depending on the details of the trajectory of the star in the sky, the configuration of
the UVCS roll and mirror angle can be set such that the angle of the passage relative to the
UVCS slit edge is any angle between zero (i.e., perfectly aligned with the long dimension
of the slit) and 90 degrees (i.e., at right angles to the long dimension of the slit). The slits
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are set sufficiently wide and the exposure time is sufficiently short that the entire image
of the star passes through the slits for several exposures. Multiple exposures and multiple
passages are summed to improve the statistics for the less bright stars.

11.5.1.1 Responsivity Changes with Time from Star Observations

The stars that have been observed by UVCS are within its field of view typically for
four to five days once per year. Several of the brightest stars have been observed each
year of the mission. Some of these observations are suitable for the purpose of monitoring
the UVCS radiometric calibration in so far as the stars observed (typically B-stars) have
more or less constant emission in the UV. An example of such a set of observations from
the OVI channel for the starδ Sco, a binary star system, is presented in Figure 11.4. It
has been observed by UVCS with the same or nearly the same instrument configuration
in November of every year since SOHO was launched. Figure 11.4(a) shows the spectra
observed in 1996, 1999, and 2001. The data were all taken for an approximately 49 mm
aperture and therefore are only marginally sensitive to any changes in the responsivity of
the first few mm of the mirror. A portion of the spectrum on the left of the figure has
contributions from the redundant path. Figure 11.4(b) shows integrals of the spectra from
100 nm to 140 nm (which includes an undetermined portion of “redundant” spectrum)
plotted against the year in which each was taken. The data are consistent with a constant
behavior of the UVCS radiometric response and the variability of this particular star sys-
tem within about±10 %. However the plot suggests a trend toward a lower responsivity:
a loss of about 2 % per year. Since the trend could be due to a variation in the UV output
of this particular star system, which was observed to produce outbursts in the visible por-
tion of the spectrum during the recent periastron passage [Miroshnichenko et al., 2001],
we have examined other data searching for possible response losses, particularly at small
apertures.

Like δ Sco, the starρ Leo has also been observed each year of the mission. The in-
strument configuration was in general not identical year to year. However, there has been
sufficient “overlap” in the observations to provide insight into possible responsivity varia-
tions at small apertures. Partial data sets also exist for some other stars as well. In general,
there exist a few measurements by other instruments made in this wavelength range for
some of these stars. Shown in Figure 11.5 is a plot of the deduced responsivities. Each
plotted point is the total count rate observed in a 1 nm band centered on the wavelength
noted in the legend divided by the aperture width used for the measurement and then ap-
propriately scaled. The wavelength bands chosen had negligible contributions from the
redundant path. The error bars shown are typical of the standard uncertainty in each mea-
surement. The solid black curve is the result of the laboratory component level measure-
ments with the absolute scale set by the laboratory system level calibration at 2.7R�.
The 1997 observations ofρ Leo at 101.0 nm were carried out at three apertures. They are
normalized to the laboratory curve at the largest aperture and provide confidence that the
shape of the laboratory curve is correct for the early part of the mission. In 1996 and 1999
measurements at 106.7 nm ofρ Leo were made at the same aperture of 35 mm. Theρ-Leo
data from 1999 are actually a series of observations made at a number of different occulter
values. The scale of the 1999 data was fixed by assuming a constant irradiance forρ Leo
and using the ratios of count rates observed in 1996 and 1999 for the same aperture. One
can readily see that the responsivity at small apertures falls significantly and systemati-
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Figure 11.4: Yearly measurements of the short wavelength spectrum ofδ Sco. (a) is an
over-plot of OVI channel measurements from 1996, 1999, and 2001. The left-most portion
of the measured spectrum, in each case, has redundant path contributions. (b) shows a
time history of the integral of each measured spectrum from 100 nm to 104 nm. The
measurements are constant within 10 %. However, the best fit to the data is a line with a
small decreasing trend of 2 % per year. The error bars represent the standard uncertainties
including those attributable to the flatfields.

cally below the laboratory plot. At the “standard aperture” of 11 mm, the responsivity for
August of 1999 is 80 % of the laboratory value.

In December of 1999 observations were made ofθ Oph at 111.1 nm as a function of the
aperture. They are also shown in Figure 11.5. UVCS observations do not exist forθ Oph
in 1996 or 1997, and consequently the scale cannot be set in the same way as it was for
ρ Leo. However the data in 1999 include observations made at relatively large apertures.
From theδ-Sco observations (see Figure 11.4) it was concluded that for large apertures
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Figure 11.5: Aperture averaged measurements of the system responsivity determined from
observations of stars. The identification of the various points is noted in the legend on the
plot. The data from 1996 and 1997 are normalized to the laboratory values, which have
the same relative variation with mirror width. The later data are put on a common scale
through ratios of count rates observed at the same aperture values and the same wavelength
for the same star. To connect different stars and thereby extend trends into later years, the
relative scales are established using the demonstrated conclusion that the aperture averaged
responsivity at apertures beyond 49 mm has changed very little in time. Implicit is the
assumption that the irradiances of the stars are nearly constant in time. The smooth color
curves, red-dashed, red-dash-dot, and blue-dash-dot, are third degree polynomial fits to the
1999ρ-Leo, 1999θ-Oph, and 2001θ-Oph data, respectively. All three fits are constrained
by the two highest aperture points of the 1999θ-Oph data set.

there is no more than about 6 % degradation from November 1996, until November 1999.
The scale of the 1999θ-Oph data point at 44 mm aperture has therefore been adjusted to
6 % below the laboratory curve. The values at smaller apertures follow the same shape as
the 1999ρ-Leo curve within the uncertainties. The values at larger apertures follow the
laboratory curve quite well.

In December of 2001 additional aperture scan observations were made ofθ Oph at
111.8 nm. Although the data for the two years were taken at slightly different grating
angles, they can be accurately put on the same scale, assuming the irradiance of the star
is constant in time, using the data at the common apertures of 4.80 mm and 10.39 mm.
At such small apertures the part of the spectrum containing redundant path contributions
becomes less. One can then compare the data sets at the slightly different wavelength
of 110.2 nm, thereby obtaining ratios of 0.82 and 0.79 at the apertures of 4.80 mm and
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10.39 mm, respectively. The 2001 scan has been plotted at 80 % of the scale of the 1999
data. Note that the 2001 point at a 49 mm aperture falls very near the laboratory curve.
Note also that measurement in 2001 ofρ Leo at a 15 mm aperture, which is scaled to a
corresponding 1996 measurement, falls on a smooth interpolation between points on the
2001θ-Oph scan.

There exists one other small set of data that ties recent behavior of the responsivity at
small apertures to much earlier times. That data comes from observations of 38 Aquarii, a
rather dim star in relation to the ones discussed above. The first measurements took place in
February 1996, with an aperture of 11 mm. In February 2001, and again in February 2002,
observations were repeated with the same instrument configuration as in 1996. The count
rates observed in 2001 and 2002 have the same numerical value. The standard uncertainty
is at the 10 % level. When the 1996 datum is normalized to the laboratory value, the 2002
point falls almost exactly on the December 2001,θ-Oph curve.

In summary, it is clear that the UVCS OVI channelhaslost responsivity over the mis-
sion. The loss is limited to the part of the aperture used for observations at low heliocentric
heights. The loss is greatest at the edge and tends to become less as the aperture is opened.
The data are consistent with the yearly trend noted for large apertures in theδ Sco ob-
servations. The data are insufficiently accurate to determine exactly when the degradation
began to occur, although there is some evidence that the responsivity in 1997 was about
the same as in 1996. Clear evidence exists for degradation by August of 1999. The loss
rate at the standard aperture of 11 mm is about 7.5 % per year beginning in 1997, i.e, the
responsivity is at 62 % of the value at launch in 2002.

11.5.1.2 Absolute Stellar Spectroradiometry

Spectra ofρ Leo from the Ly-α channel are shown in Figure 11.6 together with spectra
observed by IUE in April of 1980 [MAST Multimission Archive at Space Telescope, file
SWP08650]. The UVCS measurements were made in August of 1996 at an aperture width
of 26 mm. Assuming the Ly-α channel responsivity behavior in time parallels that of the
O VI channel, there should be no degradation from the laboratory values. The UVCS data
have been averaged so as to match the spectral resolution of the IUE data set. Coronal
emission features (e.g., HI Ly-α 121.6 nm and FeXII 124.2 nm) and stray light in the raw
UVCS spectrum have been removed from the UVCS data. The spectral irradiance mea-
sured by UVCS is on average about 1.3 times larger than that found by IUE, nominally at
the edge of one standard uncertainty of the comparison.ρ Leo has also been observed by
SUMER [Lemaire, 2002]. Intercomparisons of UVCS and SUMER using those observa-
tions as well as observations of the starα Leo are in process at this writing.

A comparison of UVCS OVI channel observations of the starτ Tau to observations by
Voyager [Holberg et al., 1982;J.B. Holberg, personal communication, 1992] is presented
in Figure 11.7. The measurement was made in June, 2001, at a UVCS mirror aperture of
35 mm. The UVCS responsivity has been adjusted downward by 10 % in accordance with
the curves shown in Figure 11.5. The resolution of the UVCS data has been reduced to
match the 1 nm resolution of Voyager. The two spectra match on average to within about
15 %, well within the UVCS uncertainty. UVCS has also observed Feige 110, a white
dwarf star that is used as a calibration reference for FUSE [Moos et al., 2000;Sahnow et
al., 2000]. The star has very weak UV emission as compared to the “hot” stars mentioned
above. The integral of the spectrum between 102.6 nm and 103.7 nm measured by UVCS
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Figure 11.6: UVCS comparison to IUE. The solid dark line is a spectrum taken by IUE of
the starρ Leo. The red line is the UVCS observation of the same star. Coronal emission
lines have been removed from the UVCS data. The UVCS data have been averaged to
match the 0.17 nm resolution of this particular IUE data set.
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Figure 11.7: UVCS comparison to Voyager. The dark solid line is a spectrum taken by
Voyager 1 of the starτ Tau in August 1992. The red line is the UVCS observation of the
same star in June 2001. The UVCS data have been averaged to match the 1 nm resolution
of Voyager and adjusted to reflect an 8 % loss of responsivity at the 35 mm aperture used
for the observation. See Figure 11.5.

is less than 15 % below that observed by FUSE. The root mean square combined relative
uncertainty is 25 %.

UVCS observations ofζ Tau, a hot supergiant star, have been used to develop a tech-
nique for separating the overlapping “redundant” (long wavelength) spectrum from the
direct (short wavelength) spectrum in the UVCS OVI channel. A paper that describes the
details of the method is in preparation [B. Valcu, personal communication, 2002].
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Table 11.2: Comparison of UVCS and SUMER from ICAL01 measurements in 1996 and
1997. Photon radiance given in units of 1012 s−1 cm−2 sr−1.

photon radiance
Date UVCS SUMER % Difference

96.09.30 3.64 4.66 –12 %
96.10.07 3.52 3.79 –3.7 %
96.11.04 3.64 5.49 –20 %
97.01.30 3.98 4.37 –4.7 %
97.03.14 3.98 3.78 +2.6 %
97.05.16 3.41 4.82 –17 %

11.5.2 Disk Observations

The first UVCS disk observations were carried out on 31 March 1996. Measurements
of the Ly-α radiance were made at a number of positions on the disk in both the Ly-α and
O VI channels. Only the first 0.8 mm of the telescope mirrors have ever been exposed to
direct disk light. The UVCS neutral density filters, which attenuate Ly-α by a factor of
≈ 1000, were inserted to prevent saturation of the detectors.

Inter-calibration with SUMER has been carried out using co-registered and nearly
simultaneous observations with both instruments of the NV line at 123.7 nm in 1996
and 1997. These observations were conducted as part of the SOHO Inter-Calibration
(ICAL 01) Joint Observation Plan. The data from both instruments are listed in Table 11.2.
The UVCS values are on average 18 % lower than those of SUMER. The relative standard
uncertainties are 25 % (including counting statistics) in the UVCS values, and a similar
value for SUMER. The combined relative uncertainty is thus 35 %, and all of the six data
points are inside this value. All of the observations were carried out in 1996 and 1997, and
no time-related trend to the differences is evident.

11.5.3 Coronal Observations

11.5.3.1 UVCS Independent Observations

One of the early tasks in-flight was the determination of the UVCS system responsivity
as a function of unvignetted aperture (i.e., internal occulter location). The behavior of the
primary Ly-α and OVI channels is relatively straight forward to determine; that of the
redundant Ly-α path is not. The first such measurements were carried out in March of
1996. The telescopes were pointed to a height of about 2.5R� in a coronal streamer.
Observations of the HI Ly-α line and the OVI lines were then measured in all channels
as the occulter was progressively changed from about 9 mm to zero width. The relative
changes in intensity are consistent with the laboratory results from the replica grating
discussed in Section 11.4.

At heliocentric heights above approximately 6R� the light detected by UVCS is dom-
inated by the weak HI Ly-α emission of the interplanetary medium. The interplanetary
hydrogen gas is expected to be “cold” gas: i.e., its temperature should be about 8000 K
[Clark et al., 1995]. The photon emission is weak, about 3×107 s−1 cm−2 sr−1. We have
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Figure 11.8: Effective area for the redundant path. The effective area is dependent on the
actual unvignetted width of the telescope mirror and the vignetting by the redundant path
auxiliary mirror. Shown are plots of the effective area for several example mirror widths.

used this emission to characterize the relative behavior of the responsivity as a function of
aperture at large apertures for both the primary Ly-α channel and the redundant Ly-α path
in the OVI channel.

The effective area of the redundant path in the OVI channel is a function of both the
grating angle and the unvignetted telescope mirror aperture width. This is because the
auxiliary mirror in the redundant path can be filled, over-filled, under-filled or completely
missed by particular wavelengths depending on the unvignetted telescope aperture and
grating angles. Its complete vignetting behavior has been mapped out using combinations
of coronal measurements like those mentioned above at different grating angles in com-
bination with the results of ray traces. The behavior, which includes the combination of
the actual telescope mirror unvignetted aperture, the laboratory measured grating aper-
ture non-uniformities, and the geometrical effects of the auxiliary mirror, is presented in
Figure 11.8. The function has been incorporated into the UVCS Data Analysis Software.

After the recovery of SOHO from its mission interruption in 1998, the coronal aperture
scan measurement was repeated with some additions, which allowed an extension of the
results to higher aperture. For example, the method was to set the mirror to 3R�, take
measurements as the occulter was closed to a position corresponding to about 2R�, then
move the mirror to 2.5R�, and continue closing the occulter. Measurements for apertures
up to about 4.5R� were possible in this manner. Above 4.5R� the emission is too weak
to reliably obtain a scan. Such measurements have been repeated several times since the
beginning of 2000 as an attempt to monitor changes in theshapeof the system responsivity
function. Since the corona is fundamentally variable, it is difficult to put the scans on a
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Figure 11.9: Average effective area of the redundant Ly-α path as a function of aper-
ture width setting. Plotted is the maximum average effective area of the redundant path at
121.6 nm for the years 1996, 2000, and 2002. The colored dashed curves are appropriately
scaled from Figure 11.5.

common absolute scale. In Figure 11.8 we have normalized the 1996 scan to the laboratory
result, and the 1999 and 2002 scans to the corresponding curves obtained from observing
stars (see Figure 11.5). The curves indicate a reduction in overall system responsivity of
the redundant Ly-α path with time. However it appears that the reduction is less than that
for the direct OVI channel. A more definitive conclusion awaits a better normalization for
these data.

11.5.3.2 Intercalibration with Spartan 201

The Spartan 201 spacecraft, a Space Shuttle deployed and retrieved satellite, is com-
prised of the Ultraviolet Coronal Spectrometer (UVCS/Spartan) and the White Light Coro-
nagraph (WLC/Spartan). UVCS/Spartan views a single spatial element at a time, has less
spatial resolution than UVCS/SOHO and observes primarily the Ly-α spectral line. Its
basic telescope design is similar to that of UVCS/SOHO. It has made measurements of
the solar corona at HI Ly α on four two-day long flights, the first three occurring in
1993, 1994, and 1995, before SOHO was launched. The last flight occurred on 1 to 3
November 1998, shortly after SOHO was recommissioned after the mission interruption.
UVCS/Spartan was radiometrically calibrated in the laboratory before and after each of
its flights. Co-temporal and co-spatial observations of HI Ly α were made in streamers
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and coronal holes with both UVCS/Spartan and UVCS/SOHO. After accounting for the
responsivity decrease to 75 % of the UVCS/SOHO pre-launch value, the two instruments
show agreement within 10 %. If the UVCS/Spartan and UVCS/SOHO calibrations are
completely independent, then the uncertainty analysis indicates an expected relative stan-
dard uncertainty of 25 %.

11.5.4 Detector Flatfield Measurements

The pixel to pixel variation in the UVCS responsivity has been measured in-flight
for large portions of the detectors. The initial measurements and subsequent monitoring
utilized a combination of star observations and grating scans. The star observations are
used to determine the variations in the direction that is perpendicular to dispersion and
grating scans of solar spectral lines are used to determine the variations in the dispersion
direction.

The approach for the star observations consists of orienting UVCS and setting each
mirror so that a bright star is imaged in the center of each slit’s narrow dimension and
tracks down its long dimension. Exposures are repeatedly made. The star’s spectrum is
thus mapped from the “top” to the “bottom” of the detectors. Because of telemetry rate
limitations, only a small portion of the spectrum at high resolution can be transmitted to
the ground. Four bright UV stars (ζ Tau,α Vir, δ Sco, andθ Oph) have been used in this
way. The spatial flatfield calibration can be extended to other portions of the detectors in
the spectral direction using grating scans of line radiation (e.g., Lyα) from the corona or
disk light diffracted from the external occulter. Additional information about the technique
can be found inCosmo et al.[2000].

The procedure is repeated periodically in order to track changes in the detectors’ gain
with photon dose. The high voltage applied to the microchannel plates is increased to
restore the gain before the efficiency of the detector has fallen by more than 5 %.

Flatfield measurements have been made both in the laboratory prior to launch and in-
flight. The pixel to pixel variation for the Ly-α detector is±10 % and the variation for
the OVI detector is about±5 %. Given the magnitude of other uncertainties involved in
UVCS radiometry, it is recommended that for essentially all analyses, the user not attempt
to correct the data for flatfield variations, but instead adopt the above uncertainties. This is
particular appropriate because of the uncertainties introduced by detector degradation as
described above. Each detector has a few obvious defects where the detection efficiency
approaches zero. Data from such regions should not be used.

11.6 Summary and Conclusions

Pre-flight laboratory measurements were made of the key UVCS/SOHO performance
parameters such as spectral resolutions, radiometric responsivities, stray light levels, and
flatfield variations over a limited portion of the fields. Measurements made in-flight have,
in general, confirmed those laboratory measurements. Because the laboratory system ra-
diometric calibration was only done for one particular limiting aperture (i.e., the one used
for observations at 2.7 solar radii), a combination of laboratory component calibrations
and in-flight observations were used to extend the calibration to all apertures used during
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the mission. Over the six years of operation, the responsivity has decreased in a character-
izable fashion for portions of the aperture. The UVCS first order radiometric calibration is
in agreement with calibrations of UVCS/Spartan 201, SUMER, IUE, Voyager, and FUSE.
Its accuracy is at a relative standard uncertainty of 20 % to 22 % depending on the year
and the observed height. The second order radiometric calibration of UVCS is based on an
analysis of laboratory component calibrations and modeled detector photocathode degra-
dation. It is known only to an estimated relative standard uncertainty of 50 %.
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Fröhlich, C., Gardner, L.D., Hochedez, J.-F., Kohl, J.L., and Moses, J.D., Summary of
cleanliness discussion: Where was the SOHO cleanliness programme really effective?,
this volume, 2002.



180 11. UV RADIOMETRIC CALIBRATION OF UVCS



— 12 —

In-flight Calibration of the UVCS White Light
Channel

MARCO ROMOLI

Dip. di Astronomia e Scienza dello Spazio, Università di Firenze, Firenze, Italy
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The UVCS White Light Channel (WLC) is designed to measure the linearly polarized
radiance (pB) of the corona, in the wavelength band from 450 nm to 600 nm, in order to
derive one of the fundamental parameters of the solar corona: the electron density. This
paper gives a thorough description of the in-flight radiometric calibration of the WLC,
which uses the starα Leo and the planet Jupiter as transfer standards and is based on cal-
ibrations of ground-based instruments. The method for computing the polarized radiance
from the measurements is also described, together with the stray light and polarization
characterizations obtained from dedicated, in-flight measurements.

12.1 Instrument Description

The UVCS/WLC is discussed extensively inRomoli[1992],Romoli et al.[1993], and
Kohl et al.[1995]. The UVCS/WLC is designed to measure the linearly polarized radiance
of the corona in the band from 450 nm to 600 nm. Figure 12.1 is a schematic diagram of
the UVCS/WLC telescope layout. Like the UV channels, the WLC is an internally- and
externally-occulted coronagraph. The primary mirror focuses the coronal light onto the
entrance pinhole. This pinhole corresponds to a 14′′ by 14′′ patch of sky. Figure 12.2 is
a schematic diagram of the part of the WLC that lies beyond the entrance pinhole. The
light diverges from the pinhole and first passes through a rotating, half-wave retarder plate
(HWRP), which rotates the plane of linear polarization. Next, the light passes through
a fixed linear polarizer, which allows only the component with the electric field vector
oscillating in a specific direction to pass through. The amount of light transmitted depends
on the angle between the plane of polarization of the incident light and the transmission
axis of the polarizer. Choosing three different rotation angles of the HWRP allows one to
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Figure 12.1: Schematic diagram of the UVCS/WLC telescope layout (not to scale).
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Figure 12.2: Schematic diagram of the UVCS/WLC polarimeter. Taken fromKohl et al.
[1995].

determine the StokesI , Q andU components, which is the linear polarization (see Section
12.2). After passing through the polarizer the light goes through a spherical lens and a
bandpass filter (450 nm to 600 nm). The spherical lens forms an image of the pinhole just
in front of the detector and the bandpass filter controls the spectral properties of the light.
Since the linear polarizer is fixed, the light that passes through the lens and the bandpass
filter and hits the detector is always 100 % linearly polarized in the same way, regardless
of the observation. This makes the characterization of the optical system simpler. The
detector is a photomultiplier tube (PMT) designed to work in photon counting mode.

12.2 Polarization Measurement

The polarization state of partially polarized light is most readily described by the vec-
tor of Stokes parameters,s = [sI , sQ, sU , sV ]T , whereT denotes the transpose operator.
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Although Collett [1993] describes this elementary material in detail, we review it here.
The Stokes vectors = [sI , sQ, sU , sV ]T has units of photon spectral radiance such
as cm−2 s−1 sr−1 nm−1. The I component is the total spectral radiance of the light in-
cluding the polarized and unpolarized components. If the light is completely polarized

sI =
√

s2
Q + s2

U + s2
V , and if the light is partially polarizedsI >

√

s2
Q + s2

U + s2
V .

For a given coordinate system, theQ component corresponds to horizontal (parallel to the
x-axis) linear polarization ifsQ > 0 and vertical linear polarization ifsQ < 0. TheU
component corresponds to+45◦ linear polarization ifsU > 0, and−45◦ linear polariza-
tion if sU < 0. TheV component corresponds to right-circular polarization ifsV > 0 and
left-circular polarization ifsV < 0. The angle of the plane linear polarizationψ is given
by the relation tan 2ψ = sU/sQ. Light that is elliptically polarized may have nonzero
values for all four components of the Stokes vector.

The light from the solar disk Thompson scatters off the free electrons in the corona,
and this scattered light is partially polarized [Collett, 1993] with the electric field vector
of the polarized component oscillating tangentially to the solar disk. Given an appropri-
ate coordinate system, the Stokes vector of the light that the corona emits is given by
[sI , sQ, 0, 0]T , wheresQ > 0. sI andsQ are related to the distribution of electron den-
sity along the line-of-sight (see, e.g.,Altschuler[1979]). Thus,sQ is the spectral radiance
of the polarized portion of the coronal light. Dust makes a contribution tos I but notsQ, at
least not within about 5R� [Billings, 1966].

12.2.1 Polarization Computation

In this section we use the radiometric calibration and the polarization properties of the
HWRP and the polarizer to calculate the first three components of the resulting Stokes
vector s = [sI , sQ, sU , sV ]T for a source of arbitrary polarization. As we will see, the
UVCS/WLC does not respond to theV component of the Stokes vector.

The effects of polarizing components in an optical system can be described using
Mueller matrices. The Mueller matrices for retarder plates and polarizers as a function
of rotation angle may be found inCollett [1993]. We will take thex-axis to be parallel to
the occulter edge. The Mueller matrix for a HWRP with the fast axis rotated by an angle
α relative to thex-axis isM R(α) = R(−2α)M R(0)R(2α), whereR andM R(0) are the
Mueller matrices for rotation and a HWRP atα = 0, respectively. The angleα in the R
matrix is multiplied by two because the rotated Stokes vector, which is an intensity vector,
is the product of the rotated electric-field vector and its complex conjugate. We have

M R(α) =









1 0 0 0
0 cos 4α sin 4α 0
0 sin 4α − cos 4α 0
0 0 0 −1









(12.1)

where the overall responsivity factor is set to unity (see below).
The Mueller matrix for an ideal polarizer with a fast axis at an angleβ to thex direction

is given by M P(β) = R(−2β)M P(0)R(2β), where R and M P(0) are the Mueller
matrices for rotation and a linear polarizer atβ = 0, respectively. Again, the angleβ in
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the R matrix is multiplied by two because the Stokes vector is a vector of intensities, not
fields. We have

M P(β) = 1

2









1 cos 2β sin 2β 0
cos 2β cos2 2β cos 2β sin 2β 0
sin 2β cos 2β sin 2β sin2 2β 0

0 0 0 0









(12.2)

where the overall responsivity factor is set to unity (see below).
The Stokes vector describing the light after it passes through the HWRP and the polar-

izer is given bys ′ = M P(β)M R(α)s = M(α, β)s. The matrix product is:

M(α, β) =
1

2









1 cos(4α − 2β) sin(4α − 2β) 0
cos(2β) cos(2β) cos(4α − 2β) cos(2β) sin(4α − 2β) 0
sin(2β) sin(2β) cos(4α − 2β) sin(2β) sin(4α − 2β) 0

0 0 0 0









(12.3)

The value of the polarized spectral radiancesQ (of which the linearly polarized coro-
nal light is a part) is determined by measuring the count-rates at three rotation angles of
the HWRP,α1, α2 andα3. Since the PMT detector signal corresponds to the first element
of s′ = M(α, β)s, only the top row of Equation (12.3) is of consequence for our pur-
poses. For a given positionα of the HWRP, the count-rate per nanometer at wavelengthλ 0
measured by the detector is

Nλ0(α) = 1

2
C

(

sI + cos(4α − 2β)sQ + sin(4α − 2β)sU
)

/B�(λ0) (12.4)

whereB�(λ0) is the spectral radiance of the center of the solar disk, andC, which has
units s−1, is a scaling factor.C depends on the responsivity, the geometry and the spectral
response of the instrument and is described in Section 12.2.3.

12.2.2 WLC Polarization Characterization

Equation (12.4) must be an accurate representation of the observation process if the
polarized radiance measurements made by the UVCS/WLC are to be meaningful. Equation
(12.4) predicts that the count-rate due to an unpolarized source will not vary with the
HWRP angle. Rasters ofρ Leo (done in August 2000) were made at three different HWRP
angles. The resulting measurement shows (2± 2) % polarization. Since the UVCS/WLC
typically measures 0.5 % to 9 % polarized signals, this test was not conclusive. However,
later (16 June 2001) measurements of Jupiter show less than 0.5 % polarization.

A report of the tests performed on the flight polarimeter is given inPernechele et al.
[1997]. Nearly fully polarized visible light was focused on the entrance pinhole, and the
count-rate on the flight PMT was read as the angle of the HWRP was varied.

Ignoring wavelength dependence, efficiencies and geometrical factors, the Stokes vec-
tor for a fully linearly polarized signal traveling along thez direction and with the electric
field making an angleγ with thex axis iss = I [1, cos 2γ, sin 2γ, 0]T , whereI is the total
spectral radiance of the beam. Using this Stokes vector in Equation (12.3) to calculate the
radiant flux at the PMT gives

R̂F = 1

2
I0 [1 + cos(4α − 2β − 2γ )] (12.5)
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Figure 12.3: In-flight modulation curve. This figure shows the number of PMT counts
versus the UVCS Data Analysis Software (DAS) variable POLANGL= 4α−2β (in deg).
This curve was retraced several times and the vertical scatter is caused by time variation of
the corona. The data were taken between 19:02 h and 21:15 h on 18 April 1998 at 2.0R�
with 60 s exposures.

Equation (12.5) is called themodulation curve. This modulation curve describes the re-
sults of the white-light laboratory tests ofRomoli and Fineschi[1993] to a high degree
of accuracy. In-flight measurements of the modulation curve using the polarized light of
the corona have also been made. An example of such a curve is given in Figure 12.3. In
this case Equation (12.5) needs an additional constant term to account for the unpolarized
fraction of the light.

In addition,Frazin [2002] performed laboratory tests on a replica of the UVCS/WLC
polarimeter to verify its characteristics. All tests indicate that the instrument performs as
intended.

12.2.3 WLC Radiometric Factor

The scaling factor,C, contains the radiometric factor that will be derived through the
in-flight radiometric calibration. The number of counts per second detected by the PMT
per unit wavelength,Nλ, according to Equation (12.4), is

Nλ(r, α) = RT
wphphmwm(r )

f 2
TLTPTF (λ)η(λ)

× sI (λ)+ sQ(λ) cos 2θ + sU (λ) sin 2θ

2
(12.6)
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where we have put

2θ = 4α − 2β (12.7)

and wherewp andhp are the width and the height of the pinhole (both 50µm), h m is the
telescope mirror height (3 cm),wm(r ) is the exposed telescope mirror width,f is the mir-
ror focal length (75 cm),RT is the mirror reflectance,TL is the lens transmittance andTP

is the polarizer transmittance1.wm(r ) in centimeters is given by 0.792r −0.951−wo [Kohl
et al., 1995], wherer is the mirror angle in units ofR� (969.6′′, as seen from the average
SOHO-Sun distance) andwo is the amount of over-occultation by the internal occulter,
0.15 cm for most observations. The bandpass window spans the wavelength range from
450 nm to 600 nm. The bandpass filter has transmittanceTF (λ), and the detected quantum
responsivity of the detector system is given byη(λ). TF (λ) andη(λ) were measured on the
flight units. Plots ofTF (λ) andη(λ) (normalized to unity at 546 nm) are shown in Figure
12.7.

We assume that the spectral distribution of the coronal radiation is the solar Fraun-
hofer spectrum radiation [Kurucz et al., 1984] convolved with a Gaussian representing a
Maxwellian electron velocity distribution corresponding to 106 K. Although the F-corona
(which shows the Fraunhofer features as they appear on the Sun) and K-corona have dif-
ferent spectra, they differ only by convolution with a function representing the thermal
distribution of electron velocities. Since we are integrating the spectrum over a bandpass
of ≈150 nm, the convolution is of negligible consequence. Henceforth we ignore the dis-
tinctions between the F- and K-corona spectra.

The Stokes vectors(λ, r ) can be written ass(λ, r ) = B�(λ)S(r ), whereB�(λ) is the
photospheric photon spectral radiance at Sun center (in units of cm−2 sr−1 s−1 nm−1).2

The above assumption makesS(r ) wavelength independent. The total count-rate is
determined by integrating over the wavelength as follows:

N(r, α)= RT
wphphmwm(r )

f 2
TL TP

[
∫ ∞

0
TF (λ)η(λ)B�(λ) dλ

]

I + Q cos 2θ + U sin 2θ

2
(12.8)

where we have assumed thatTL , TP and RT vary slowly with wavelength over the
optical band. We defineε to be the value of the responsivity atλ0 = 546 nm:

ε ≡ 1

2
RT TP TL TF (λ0) η(λ0) . (12.9)

Using Equations (12.8), (12.7), and (12.9) the total count-rate is:

N(r, α) = 2Kwm(r )
I + Q cos 2θ + U sin 2θ

2
(12.10)

where

K = ε
wphphm

f 2
B�(λ0)

[∫ ∞

0

TF (λ)

TF (λ0)

η(λ)

η(λ0)

B�(λ)

B�(λ0)
dλ

]

(12.11)

1Here, the transmittance,TP , is defined relative to the intensity of a radiation beam which is 100 % linearly
polarized along the fast axis. Thus, the transmittanceTP can be ideally 1. This definition requires the dividing
factor, 2, in the polarizer Mueller matrix.

2Henceforth, we always takeS = [I , Q,U ]T to be the Stokes vector in units of photospheric photon spectral
radiance at Sun center.
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Table 12.1: Radiometric responsivity measurements.

method responsivity
α Leo (1.16± 0.12) %
Jupiter 1997 (1.33± 0.13) %
Jupiter 2001 (1.38± 0.13) %
mean ofα Leo and Jupiter 2001 (1.27± 0.09) %

In the following sections, the parametersε and K will be called the radiometric respon-
sivity and the WLC radiometric calibration factor, respectively. K is the factor that is used
in the UVCS Data Analysis Software (DAS) with the variable nameWLC.VLD.FACTOR.

It is clear from Equation (12.10) that the factorC in Equation (12.4) is given by the
expression:

C = 2Kwm(r ) (12.12)

12.3 WLC Radiometric Calibrations

The overall radiometric calibration of the UVCS/WLC is still in progress. This section
describes the in-flight radiometric calibration, which is based on observations of the star
α Leo and the planet Jupiter. We stress that these are not direct calibrations, rather they
use celestial objects as transfer standards and are based on calibrations of ground-based
instruments.

Table 12.1 gives a summary of the various in-flight radiometric calibration measure-
ments. All values are in agreement to within the stated standard uncertainties.

For the purposes of the inter-comparison work presented elsewhere in this volume
[Frazin et al., 2002], we adopt the average of theα-Leo and Jupiter 2001 calibrations.
Because the pointing scheme was better for the Jupiter 2001 observations, we adopt the
Jupiter 2001 calibration as the best value and regard the 1997 result as a confirmation.
Thus, the 1997 Jupiter result is not included in the average. The uncertainty associated
with the 1997 pointing scheme is not included in Table 12.1.

12.3.1 α-Leo Radiometric Calibration

In August 1998, as part of the UVCS calibration program, we made radiometric mea-
surements of the starα Leo, a B7V star. Theα-Leo radiometric calibration is based on
literature values of the star’s magnitude in the Johnson V band and the catalog of nor-
malized stellar spectra compiled byBreger[1976]. Breger’s spectra were measured with
narrow-band filters. This should be adequate because the library of stellar spectra pre-
sented byJacoby et al.[1984] shows that B7V stellar spectra are quite smooth between
400 nm and 650 nm, except for an absorption feature at 486 nm that has a full-width at
half-maximum of about 2.3 nm. We used Breger’s catalog to determine the shape of the
spectra and the V magnitudes from the literature for the normalization. The mean of V
magnitudes in the SIMBAD database is 1.36 mag. Accordingly, we calculate theα-Leo
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photon spectral irradiance atλ0 = 546 nm to beFλ0 = 2.91× 103 cm−2 s−1 nm−1. We
use the symbolFλ to represent the irradiance at other wavelengths.

We defineHtotal(λ) to be the radiant flux reflected by the mirror. That is,

Htotal(λ) = Fλ hmwm(r ) RT (12.13)

wherehmwm(r ) is the exposed mirror area in cm2, and RT is the telescope mirror re-
flectance.Htotal(λ) has units s−1 nm−1. The star image in the plane of the pinhole (image
plane) is smeared by the telescope optics. We represent this smeared image by the function
Ĥ(λ; x, y), wherex andy are coordinates in the pinhole plane. They-axis is defined to be
parallel to the internal occulter blade and UV slits (see Figure 12.1).Ĥ(λ; x, y) has units
s−1 cm−2 nm−1 and satisfies the relation

Htotal(λ) =
∫ ∫

Ĥ(λ; x, y) dxdy (12.14)

If the pinhole is centered at coordinates(x ′, y′) in the pinhole plane, the number of
photons per nanometer going through it is given by the expression:

Hp(λ, x′, y′) ≡
∫ ∫

Ĥ(λ; x, y)5(
x′ − x

l
,

y′ − y

l
) dxdy (12.15)

where5(x, y) is the two-dimensional rectangle function (in each dimension it is unity
from -1/2 to 1/2 and zero elsewhere) andl is the width of the (square) pinhole (0.005 cm
or 13.76′′). The rectangle function5(x ′/ l , y′/ l ) represents the square pinhole.H p has
units s−1 nm−1. The measured count-rate is proportional toH p. The rectangle function
itself has an area ofl 2. Thus, by the properties of the convolution integral in Equation
(12.15) and Equation (12.14), we have the relation

Htotal(λ) = 1

l 2

∫ ∫

Hp(λ, x, y) dxdy (12.16)

Since the star is unpolarized, the measured count-rate in units of s−1 is given by

Cr = 1

2
TL TP

∫

Hp(λ, x, y)TF (λ)η(λ)dλ (12.17)

Integrating Equation (12.17) overx andy and using Equations (12.9), (12.13) and (12.16)
yields

1

l 2

∫ ∫

Cr dxdy = 1

2
RT hmwm(r )TL TP

∫

FλTF (λ)η(λ)dλ (12.18)

= εhmwm(r )Fλ0

∫

Fλ
Fλ0

TF (λ)

TF (λ0)

η(λ)

η(λ0)
dλ (12.19)

whereε is the radiometric responsivity. Equation (12.18) is similar in form to Equation
(12.8). Due to the spectral differences betweenα Leo and the Sun, it is not useful to
incorporate the calibration factor K as in Equation (12.10), although it may be calculated
via Equation (12.11) onceε is known.

The goal of theα-Leo observation was to determine the responsivityε by making a
measurement of the left-hand-side integral in Equation (12.19).
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From the perspective of the SOHO spacecraft, stars travel at constant velocity of about
v ≈ 0.04 ′′ s−1, or 1.45× 10−5 cm s−1 in the pinhole plane. For theα-Leo observation,
the star trajectory was inclined to thex-axis by 11◦. Since cos(11◦) ≈ 0.9816, this effect
is negligible, and for the purpose of this discussion we will assume that the star trajectory
is parallel to thex-axis. The observation consisted of eighteen passes. Before each pass
the instrument was pointed so that the pinhole was ahead of the star and was not moved
until the entire star image had passed by the pinhole. For each pass, the pinhole was placed
so that the star’s path was at a different value of they-coordinate, relative to the pinhole.
The value ofy was determined from the spatial position of the star’s UV signature in
the OIV channel. Thus, we may consider the count-rateCr in Equation (12.17) to be a
function of time andy. We will use the notationCr (t, y) to symbolize this. Using the
same proportionality factors as in Equation (12.17), we have the relationship:

Cr (t, y) ∝ Hp (λ; x − v(t − t0), y) (12.20)

wheret0 is chosen so that the maximum count-rate occurs att = 0. Figure 12.4 is an
example that shows the time-variation of the count-rate during one pass. The example in
the Figure is the first pass, which happened to be neary = 0, the center of the pinhole.
IntegratingCr (t, y) over time, we may define the quantity

Ĉr (y) ≡
∫

Cr (t, y) vdt (12.21)

Ĉr (y) has units of cm s−1. Numerically integrating the count-rate in each pass gives a
measurement of̂Cr (y). We will call Ĉr (y) theintegrated count-rate (ICR). Ĉr (y) is related
to the responsivityε via Equation (12.19) as follows:

1

l 2

∫

Ĉr (y) dy = 1

l 2

∫ ∫

Cr dxdy (12.22)

The result of the measument isε = (1.16 ± 0.12) %. The uncertainty analysis is
discussed below.

12.3.2 α-Leo Uncertainty Analysis

The uncertainty in theα-Leo calibration is dominated by the uncertainty in the inte-
gration over they-axis in Equation (12.22). Figure 12.5 shows the results of numerically
integrating all of the passes according to Equation (12.21). The statistical uncertainties
are negligibly small in the vertical direction because the data from which the integrals in
Equation (12.21) were evaluated included millions of counts. The more significant uncer-
tainty is in they position of each pass, which was determined by fitting a Gaussian to the
signal measured in the OVI channel. Each UV signal contained on the order of 2× 104

counts. The statistical uncertainty in determining the centroid of the Gaussian was much
smaller than the overall uncertainty inherent in this procedure. Only the variation of the
error in the determination of the individual values ofy is important since an overall shift
will not affect the integral in the left-hand-side of Equation (12.22). A significant uncer-
tainty is introduced by the fact that the UV spatial image of the star had a full-width at
half-maximum of about 25′′ while the spatial binning (3 pixels) was 21′′, and because the
spatial image of the star is not a Gaussian, as was assumed by the fitting procedure (rather,
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Figure 12.4: The count-rate as a function of time for the firstα-Leo pass by the pinhole.
The data set consists of a series of such passes.

it is a point spread function that is not accurately known). We can estimate this uncertainty
as one-third of a spatial bin, or 7′′. We consider it to be roughly equivalent to a coverage
factork = 2 uncertainty. This 7′′ uncertainty is indicated as horizontal error bars in Figure
12.5.

Although we used spline interpolation of the data points in Figure 12.5 to estimate the
left-hand-side integral in Equation (12.22), we chose to model this spatial profile as a sum
of two Gaussians for the purposes of the uncertainty analyses of bothα Leo and Jupiter,
and for computations of the Jupiter broadening function discussed later. The two-Gaussian
model can describe the data well, except for two points on the far left of Figure 12.5. We
propagated the 7′′ uncertainty through a perturbation analysis in order to determine its
effect on the parameters of the two Gaussian model. The result is that the sum of the areas
of the two Gaussians has an uncertainty of 20 %. We consider this 20 % uncertainty to
be coverage factork = 2 since it is a direct result of the coverage factork = 2 spatial
uncertainty discussed above. Therefore, we take the standard uncertainty to be 10 %. The
same perturbation analysis allowed us to determine the broadest and narrowest (coverage
factork = 2) profiles that are consistent with the data in Figure 12.5; they are shown by the
dotted and dashed curves, respectively. These curves will be used later in Section 12.3.4.5
for the uncertainty analysis in the Jupiter calibration.

The SIMBAD data base shows fourteen V-magnitude measurements ofα Leo spanning
the years 1952 through 1986. The standard deviation of these measurements is 0.02 mag
or 2 %.Breger[1976] has nine independent spectrophotometric scans ofF λ. The standard
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Figure 12.5: Theα-Leo integrated count-rate (ICR) along the UV slit (circles) and three
point spread function curves to describe it. The 7′′ (coverage factork = 2) uncertainty on
the determination ofy for each pass is indicated by the horizontal error bars. The solid
curve is the optimal one used to calculate the broadening factor in Section 12.3.4.4. The
dotted and dashed curves are the broadest and narrowest functions that the data can justify
at the coverage factork = 2 uncertainty level (see text).

deviation of these normalized spectra is about 0.01 mag between 450 nm and 600 nm.
Adding these in quadrature, we find that the determination ofFλ0 implies an uncertainty
of 2 %.

The uncertainty due to counting statistics in the integrated count rates is negligible.
Since the exposed mirror widthwm(r ) was 2.56 cm, and the uncertainty in the location
of the internal occulter is on the order of 0.01 cm, this effect is also negligible. The curve
TF (λ) was measured in the laboratory on several occasions, to within a few percent.η(λ)

was measured on the flight unit by Ball Aerospace. Theη(λ)measurement agrees with the
curve given by the manufacturer. Since the measured responsivityε includes the values of
TF andη atλ0, any errors in the values of these curves atλ0 will introduce no uncertainty,
although errors in the shapes of these curves can do so. As Figure 12.7 shows,TF (λ) and
η(λ) are smooth curves, so the integral of their normalized product, as is called for in
Equation (12.19), does not introduce significant uncertainty. Table 12.2 summarizes this
uncertainty analysis.
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Table 12.2: Summary of uncertainties for theα-Leo radiometric calibration: see Equation
(12.29).

Item Relative standard uncertainty (%)
positional uncertainty 10
stellar photometry 2
occulter position 0.5
∫

· · · dλ ≈ 0
Poisson statistics ≈ 0
quadrature sum 10

12.3.3 ρ-Leo Consistency Check

In August 1998, as part of the UVCS calibration program, we made radiometric mea-
surements of the starρ Leo. According toBreger[1976] and the SIMBAD data base, the
ρ-Leo flux at 546 nm is 9.9 % that ofα Leo and itsFλ/Fλ0 curve is nearly identical in the
UVCS/WLC band. This observation differs from that ofα Leo described above only in
that the star is a factor of about ten fainter in the visible and that not enough passes were
done to make a measurement of

∫ ∫

Cr dxdy. Thus, instead of attempting to integrate
something akin to the data in Figure 12.5, we multiplied theρ-Leo integrated count-rates
by ten and plotted them with theα-Leo data in Figure 12.6. Since these two data sets fall
on the same curve, we take theρ-Leo measurements as a confirmation of the validity of
theα-Leo result.

12.3.4 Jupiter 2001 Radiometric Calibration

The Jupiter radiometric calibration is based on Jupiter observations taken in June 2001.
This calibration accounts for both the spectral properties of Jupiter and the broad point
spread function of the WLC. On 16 June 2001 Jupiter was at opposition and the angle be-
tween the Sun and Jupiter was only about 1.75◦ or 6 R�, thus UVCS observed, essentially,
the entire solar illuminated surface of Jupiter.

12.3.4.1 Jupiter Spectral Radiance Computation

The projected solar spectral photon irradiance hitting a surface element of Jupiter is
given by the expression

Fin(λ) = B�(λ)
4

5

πR2
�

d2 cosϕ (12.23)

whereB� is the solar disk-center spectral radiance,d is the Sun-Jupiter distance, andϕ
is the angle between the normal to Jupiter’s surface and the rays coming from the center
of the solar disk. The factor 4/5 accounts for solar limb-darkening and the cosine factor
accounts for the projection effect. Since the incoming spectral irradiance times the albedo
is equal to the outgoing spectral irradiance we have

Fout(λ) = a(λ)Fin(λ) (12.24)
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Figure 12.6: Theα-Leo (squares) andρ-Leo (asterisks) integrated count-rates along the
UV slit. Theρ-Leo data have been multiplied by ten, according to the expected flux differ-
ence. Except for the factor of ten, both data sets have been normalized as in Figure 12.5.
The horizontal error bars represent coverage factork = 2 uncertainties. This is a confir-
mation of theα-Leo calibration because it gives no reason to believe that a complete data
set onρ Leo would give an inconsistent result.

wherea(λ) is the Bond albedo [Allen, 1976].

The relationship betweenFout and the spectral radianceI J(λ) is determined by the
angular distribution of the radiation. We assume that the radiance is not a function of angle
[Tejfel et al., 1994;N. Chanover, personal communication, 2001], that isI J(λ; θ, φ) =
I J(λ). Then we have the relation

Fout(λ) =
∫ 2π

0

∫ π/2

0
I J(λ) cosθ sinθ dθdφ = π I J(λ) (12.25)

Thus, from Equations (12.23), (12.24) and (12.25) we have the following Equation

I J(λ) = B�(λ)a(λ)
4

5

R2
�

d2
cosϕ (12.26)
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12.3.4.2 Relationship Between Spectral Radiance and the Photomultiplier Count-
rate

The count-rateN (in units of s−1) measured by the detector for unpolarized light of
photon spectral radianceI (in units of cm−2 s−1 nm−1 sr−1) can be derived from Equation
(12.6), and is given by the Equation

N = RT TP TL
1

2

wphphmwm(r )

f 2

∫

I (λ) TF (λ) η(λ) dλ (12.27)

Since Jupiter is essentially unpolarized, the HWRP has no effect and the linear polar-
izer cuts the intensity in half. Therefore we have placed a factor of one-half in Equa-
tion (12.27) instead of using the polarimeter Mueller matrix. Figure 12.7 is a plot of
the wavelength-dependent detected quantum responsivity, the bandpass transmittance, the
Sun-center spectral radiance and the reflected Jupiter spectrum [Karkoschka, 1994]: all
normalized to unity at 546 nm. Using Equations (12.27) and (12.9), the relationship be-
tween the detector count-rate and the Jupiter radiance is

NJupiter = 2εb
wphphmwm(r )

f 2

(∫

TF (λ)

TF (λ0)

η(λ)

η(λ0)

I J(λ)

I J (λ0)
dλ

)

I J(λ0)

2
(12.28)

whereλ0 = 546 nm andb is an instrument broadening factor, which is the fractional
reduction in the apparent center radiance due to instrument blur. The evaluation ofb for
Jupiter is discussed below. Note that the integral in Equation (12.28) has units of wave-
length.

12.3.4.3 Calibration Factor Computation

Using Equations (12.11) and (12.26), Equation (12.28) can be rewritten:

NJupiter = bKwm(r )





∫ TF (λ)
TF (λ0)

η(λ)
η(λ0)

I J (λ)
I J (λ0)

dλ
∫ TF (λ)

TF (λ0)
η(λ)
η(λ0)

B�(λ)

B�(λ0)
dλ



 a(λ0)
4

5

R2
�

d2
cosϕ (12.29)

remembering thatλ0 = 546 nm;w(r ) is the exposed mirror width in centimeters, and K
is the radiometric calibration factor defined in Section 12.2.3.

We may now use the Jupiter count-rates and Equation (12.29) to determine the value of
K. The maximum Jupiter count-rate on 16 June 2001 was 1.59×105 s−1, the mirror width
waswm(r ) = 2.56 cm, the ratio of the wavelength integrals is(150.5 nm)/(156 nm) =
0.965,a(546 nm) = 0.493 [Karkoschka, 1994], R� = 6.96× 105 km, and at that
time the Sun-Jupiter distance was 7.630× 108 km. Since the observation was essentially
“straight on,” we have cosϕ ≈ 1.0. The value ofb is shown below to be 0.72. Using
these values in Equation (12.29), we find that

K = 2.76± 0.50 × 1011 cm−1 s−1 (12.30)

This calibration factor corresponds to a radiometric responsivity ofε = (1.38± 0.13)%.
The uncertainty analysis is discussed in Section 12.3.4.5.



12.3. WLC Radiometric Calibrations 195

400 450 500 550 600 650
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

wavelength (nm)

no
rm

al
iz

ed
 v

al
ue

η/.1148    
T

F
/.9598     

normalized B
o

normalized I
J

Figure 12.7: Radiometric calibration curves. Shown are the UVCS/WLC bandpass filter
transmittance, the solar mean spectral radiance, the reflected Jupiter spectral radiance and
the detected quantum responsivity: all normalized to unity at 546 nm.

12.3.4.4 Evaluation of the Broadening Factorb

The UVCS/WLC telescope mirror has out-of-focus and optical aberrations that strongly
affect the observations of objects that are less than about 1′ in size. These aberrations blur
the image over the pinhole so that a significant fraction of the object’s light will not pass
through the pinhole. Jupiter is an extended object and its angular diameter, as viewed from
Earth on the observation date, is about 30′′. This substantially lessens the broadening effect
(compared to stars). We determined the broadening function with observations of the star
α Leo by allowing it to drift past the pinhole as described in Section 12.3.1.

To calculate the one-dimensional (1D) broadening factor and its uncertainty, we con-
volved the Jupiter image, given by Equation (12.26), with the profiles shown in Figure
12.5 (see Section 12.3.2). The optimal 1D broadening factor (0.77) was calculated using
the solid curve. The dotted and dashed curves in that figure lead to a (coverage factor
k = 2) 9 % relative uncertainty in this factor.

Figure 12.8 shows the effect of the convolution. The dashed curve is the ideal Jupiter
image, the solid curve is the optimal profile (same as the solid curve in Figure 12.5), and
the dotted curve is the result of the convolution. The convolution reduced the (normalized)
peak of the Jupiter image from 1.0 to 0.77 for the case of the optimal 1D profile.

The two-dimensional (2D) point broadening function was approximated by

p(u, v) = p1(u)p2(v) (12.31)
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Figure 12.8: Illustration of Jupiter broadening parallel to the UV slit. The dashed curve is
the Jupiter image, the solid curve is the optimal profile, and the dotted curve is the result
of the convolution. Also shown in circles is theα-Leo integrated count-rate (ICR). The
profiles of the Jupiter disk andα Leo have been normalized to the same peak value of
unity.

wherep1(u) andp2(v) are broadening functions parallel and perpendicular to the UV slit,
respectively.p1(u) is shown in Figure 12.5.p2(v) was chosen to match one of the scans
of α Leo as its image passed through the center of the white-light pixel and is shown in
Figure 12.9. Figure 12.9 shows that the data are well-matched by convolving the 14′′ width
of the pinhole with a Gaussian optical spread function. The lower panel showsp2(v) and
the pinhole and Gaussian functions that comprise it. The width of the Gaussian was varied
to find a best fit to the data in the upper panel of Figure 12.9.

Comparison of Figures 12.9 and 12.5 shows thatp2(v) is much narrower thanp1(u).
Thus, we expect the result of the 2D broadening calculation to be not much different than
that of the 1D broadening calculation. Furthermore sincep2(v) is narrower thanp1(u) and
is better constrained by the data, we can expect the uncertainty in the 2D broadening to be
dominated by the uncertainty in the 1D broadening described above. Convolvingp(u, v)
from Equation (12.31) with a 2D Jupiter image calculated from Equation (12.26) gives a
2D broadening factor ofb = 0.72. Since Equation (12.31) is separable, the relative uncer-
tainty in the broadening effect is still determined by the broadest and narrowest curves in
Figure 12.5 and is 9 % (coverage factork = 2).

12.3.4.5 Jupiter Uncertainty Analysis

The uncertainty analysis of the calibration factor K is based on Equation (12.29). The
uncertainty in K is dominated by the uncertainties in the broadening factorb and the albedo
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Figure 12.9: Illustration of theα-Leo image perpendicular to the UV slit length. The data
in the upper panel were taken as the star passed through the center of the white-light
pixel. The lower panel shows the best-fit (the width of the Gaussian was allowed to vary)
composition of the fitted (solid) curve in the upper panel. The solid curves in both panels
are identical.

a. The uncertainty inb has been discussed above. Since the 9 % relative uncertainty in
b is based on a coverage factork = 2 uncertainty in the spatial position of theα-Leo
UV signature shown in Figure 12.5, it should also be considered roughly equivalent to a
coverage factork = 2 uncertainty. We will take the relative standard uncertainty to be 5 %.

Axel [1972] has compiled albedo measurements from a number of different authors,
although only three measurements are within the UVCS/WLC bandpass. These albedo
measurements range from 89 % to 102 % of values given byKarkoschka[1994]. The
standard deviation of the four data sets (including Karkoschka’s) is 7 %. We have adopted
this value as the standard uncertainty in Jupiter’s albedo. Including Karkoschka’s 4 % rel-
ative standard radiometric uncertainty in quadrature, we take the overall relative standard
uncertainty in Jupiter’s albedo to be 8 %.

SinceNJupiterwas 1.59× 105 s−1 and the exposure time was 15 s, the uncertainty due
to Poisson statistics is negligible. Since the exposed mirror widthwm(r ) was 25.6 mm,
and the uncertainty in the location of the internal occulter is on the order of 0.1 mm, the
associated uncertainty is also negligible. The ratio of the wavelength integrals would be
unity, except for the slight difference between curvesI J(λ)/I J(λ0) and B�(λ)/B�(λ0),
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Table 12.3: Summary of uncertainties for the Jupiter radiometric calibration: see Equation
(12.29).

Parameter symbol Parameter name Relative standard uncertainty (%)
b broadening parameter 5
a(λ0) albedo 8
cosϕ radiation angle 2
wm(r ) exposed mirror width 0.4
NJupiter×(15 s) number of counts 0.065
∫

· · · /
∫

· · · ratio of integrals ≈ 0
R� solar radius ≈ 0
d Sun-Jupiter distance ≈ 0
σ Poisson statistics ≈ 0
quadrature sum 9.4

which are shown in Figure 12.7. Since these curves are so similar, the uncertainty in the
ratio of integrals is negligible when compared to the uncertainty in the broadening factor
or the albedo. For the 2001 Jupiter observations, the uncertainty inϕ may be estimated by
comparing the maximum count-rates in the five Jupiter passes and fitting them to a cosine
curve. The result isϕ < 12◦ for the central pass. Since cos(12◦) ≈ 0.978, this uncertainty
is also negligible. The solar radiusR� is known to three or four digits (see, e.g.,Allen
[1976]) and the Sun-Jupiter distanced can be calculated to several kilometers or less. This
uncertainty analysis is summarized in Table 12.3.

12.3.5 Jupiter 1997 Radiometric Calibration

The Jupiter 1997 observation was almost identical to the 2001 observation described
above, and has been described in detail byCranmer[2001]. The only important difference
between the two observations is the way in which the instrument was pointed. Since the
pointing calibration had not yet been fully established and Jupiter’s position relative to the
Sun not precisely calculated for the 1997 observation, the UVCS/WLC was repointed after
every exposure in an effort to put the WLC over the center of the planet. The result was
a series of exposures randomly clustered around the planet. A histogram of the resulting
intensities shows a clear cut-off at a maximum intensity. We have assumed that this cut-off
intensity corresponds to the WLC being pointed near the center of the disk. In contrast, the
Jupiter 2001 observations were carefully rastered in a way such that the observation plan
ensured that the WLC was pointed at the center of the planet at some time. Since the 2001
pointing scheme was better, we use the 2001 observations to determine our best value of
the Jupiter calibration and use the 1997 observation as a confirmation.

For the 1997 Jupiter observations, all of the analysis given above for the 2001 obser-
vations carries over exactly. The result isε = (1.33± 0.13)%.
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12.4 A Model of the Stray Light in the WLC

In Section 12.2.1 we described the procedure for computing the first three components
of the Stokes vector of the light that enters the pinhole,s. This light has two components,
one,sc, is coronal in origin and the other,s i , is instrumental in origin. Thus,s = sc + si .
In this section we describe a model ofs i , so thatsc may be determined from observations
of the corona.

Romoli and Reardon[2000] performed an extensive analysis of the stray-light in the
WLC. The fact that the photomultiplier gave a count-rate consistent with the dark-rate
when the internal occulter completely covered the mirror indicates that all of the stray-light
in the WLC comes from the mirror or its edge, and not from the internal occulter surface.
While the mirror-edge may scatter light from the sunlight trap, the mirror surface is only
illuminated by light from the corona and light from the solar disk that has been diffracted
by the external occulter. In order to determine the contribution of diffracted light to the sig-
nal, it was first necessary to measure the Stokes vector of the distribution of diffracted light
across the mirror surface. This was done by pulling back the internal occulter, which allows
the specularly reflected ray of the diffraction pattern to enter the pinhole, and taking polar-
ization measurements. The Stokes vector of the resulting diffraction pattern, as a function
of position along the mirror surfacex is denoted by[D(x), q(x)D(x), u(x)D(x)] T .

Romoli and Reardon[2000] modeled the measured Stokes parameters as:

I = Ie

wm(r )
+ Ic(r )+

AI

wm(r )

∫ wm(r )

0
D(x)φ(x, r ) dx

Q = Qe

wm(r )
+ Qc(r )+

AQ

wm(r )

∫ wm(r )

0
q(x)D(x)φ(x, r ) dx

U = Ue

wm(r )
+ AU

wm(r )

∫ wm(r )

0
u(x)D(x)φ(x, r ) dx (12.32)

wherer is the mirror angle;wm(r ) is the exposed mirror width;Ie/wm, Qe/wm and
Ue/wm are the Stokes parameters of the contribution from the mirror edge;I c, and Qc

are the Stokes parameters of the contribution from the corona (U c is assumed to be zero,
using the proper reference system),A I , AQ and AU are the coefficients of non-specular
scattering for the three Stokes components, andφ(x, r ) is the non-specular scattering func-
tion. The parameterswm andr are fixed by the observations and all of the other parameters
are determined by the curve-fits to specially designed observations.Romoli and Reardon
[2000] examined several options for the scattering profileφ(x, r ). Based on goodness-of-
fit, they choseφ(x, r ) to be a Lorentzian to the power of two.

Without entering the details of the special observations that were used to determine
the values of the model parameters, the model is capable of determining the stray-light
contribution at every height between 1.7R� and 5R� and for any position of the internal
occulter. The stray-light correction term is computed, for the known exposed mirror width
wm(r ), from

Qcorr = Qe

wm(r )
+ AQ

wm(r )

∫ wm(r )

0
q(x)D(x)φ(x, r ) dx (12.33)

and subtracted from the measured StokesQ.
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Table 12.4: Results of stray-light model.Qcorr is the number that needs to subtracted from
the observed polarized radiance when nominal (1.5 mm) occulting is used.1Q corr is the
uncertainty in this quantity. These numbers are in units of Sun-center spectral radiance and
assume the Jupiter 2001 radiometric calibration.

Height (R�) Qcorr 1Qcorr

1.74 0.6×10−8 0.2×10−8

1.84 0.1×10−8 0.0×10−8

1.94 0.7×10−9 0.3×10−9

2.04 0.4×10−9 0.1×10−9

2.29 0.7×10−10 0.4×10−10

2.54 0.3×10−10 0.4×10−10

3.00 0.4×10−10 0.2×10−10

3.54 0.2×10−10 0.1×10−10

4.00 0.2×10−10 0.1×10−10

4.54 0.2×10−10 0.1×10−10

4.84 0.2×10−10 0.1×10−10

This model has been used to calculate a value of the StokesQ parameter that should
be subtracted from coronal measurements with nominal (1.5 mm) occulting. Table 12.4
gives the stray-light correction term as a function of height.

12.5 Conclusion

We have discussed the in-flight radiometric calibration, the polarization calibration
and the stray-light calibration of the UVCS White Light Channel. The in-flight radiomet-
ric calibration is based on measurements of Jupiter performed in June 2001 and ofα Leo
obtained in 1997. The Jupiter 2001 measurement was confirmed by a previous measure-
ment of Jupiter in 1997 and theα-Leo measurement was confirmed by a measurement of
ρ Leo. The Jupiter 2001 andα-Leo measurements agree to within the stated uncertainties.
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We discuss the radiometric calibration at HI Lymanα of the two SWAN sensors placed
on the +Z and –Z sides of the SOHO spacecraft. Each unit has a detector with a 5× 5
pixel array. The calibration includes flat-field and high-voltage setting corrections, as well
as a cross-calibration and the determination of temporal variations of the responsivities.
The calibration obtained by comparison with GHRS/HST interplanetary measurements in
1996 is extrapolated to the whole period of the SOHO mission. Calibration over the full
wavelength range of the instrument (110 nm to 190 nm) is also discussed.

13.1 Introduction

The SWAN instrument is an HI Lyman-α photometer designed to study the interplane-
tary UV background. It consists of two sensor units of identical design (designated SU+Z,
north ecliptic, and SU–Z, south ecliptic) put on opposite sides of the SOHO spacecraft. The
detectors are multi-anode Micro Channel Plate (MCP) detector tubes from Hamamatsu.

The optical layout of the SWAN instrument is detailed inBertaux et al.[1995]. Both
sensors are equipped with an orienting periscope composed of two toroidal mirrors. The
instantaneous field of view of each sensor unit is 5◦× 5◦ spread on 5×5 pixels, and a total
field of view equal to half of the sky can be covered by use of stepper motors.

For each sensor, the mechanical entrance pupil is followed by the two toroidal mirrors
of the orienting periscope. The light is then focused on the detectors through a hydrogen
cell.

The aim of this paper is to describe how an in-flight radiometric UV calibration of the
SWAN sensors can be obtained. This includes the determination of responsivity changes
between 1996 and 2002 – work, that is still ongoing.

13.2 High-voltage and Flat-field Corrections

The high-voltage (HV) settings of the MCP have been used to increase or decrease the
gain of the detectors according to the brightness of the source. Two HV levels (one for
each sensor) have been defined as reference settings. They correspond to the values most
often used: digital level 120 for SU+Z and digital level 140 for SU–Z. At regular time
intervals, we have compared the counting rates obtained for the same source at different

203
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Figure 13.1: The SU+Z flat-field (FF) correction array at three different times of the SOHO
mission. The values correspond to the reference HV setting of the sensor. We suspect that
during the SOHO mission interruption of 1998 sunlight hit the pixels directly and caused
a severe degradation, thus requiring a change of the flat-field correction values.

HV settings. The results of this procedure made it possible to convert the counting rate
for any HV setting to the corresponding rate for the reference HV setting. Thus it is only
necessary to define the calibration factor for the reference HV settings.

The detector pixels have different responsivities and degrade differently with time. We
determine the responsivity ratios of the different pixels each week. To relate the resulting
tables of responsivity ratios over time, we use the responsivity of the central pixel of the ar-
ray as a reference. Figure 13.1 shows the value of the flat-field correction for the reference
HV setting of SU+Z over the course of the mission. If all pixels had the same responsivity,
the squares would all have the same shade of grey. After the SOHO mission interruption in
1998, the flat-field correction of the SU+Z sensor has changed dramatically; the contrast
was enhanced. A similar study (not shown) has been performed for the SU–Z sensor.

Using the information described above, the SWAN sensor calibration is performed by
determining the reference calibration factor for each sensor.

13.3 Variation of the Calibration Factor with Time

The reference responsivity of both sensors has changed with time. The SU+Z sensor
suffered a strong deterioration during the mission interruption of 1998. A second degra-
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Figure 13.2: Time dependence of the reference counting rate observed for star HR 5191
seen by SU+Z (north ecliptic). The responsivity of the sensor is more or less constant
except for two abrupt jumps. The first one (from 1.00 to 0.61) is due to the SOHO loss
of attitude and subsequent mission interruption in 1998. The second jump (from 0.61 to
0.42) was caused by an operator error. Moreover, in mid-2001, the reference HV setting
was increased to improve the statistics of the measurement (change from 0.42 to 0.68).

dation happened in November 2001, when the sensor was pointed by mistake towards the
spacecraft for a long period of time. Solar light reflected from the spacecraft caused huge
counting rates which degraded the responsivity of the sensor. The degradation of SU–Z is
smoother. We find that, since the mission’s recovery in October 1998, the relative annual
decrease of the responsivity of the south sensor has been roughly 10 %.

The variations are determined by following the evolution of the counting rate obtained
while observing the same star every week. Figure 13.2 shows the numerical results for a
bright UV star seen by SU+Z. A similar result was obtained for the south sensor.

Figure 13.3 shows the ratio of the counting rates obtained from the two sensors when
they looked at the same area of the sky at approximately the same time. The rates have
been normalized to the HV reference settings and the abrupt degradations seen for SU+Z
(Figure 13.2) have been corrected. What remains shows the rather rapid relative loss of
responsivity of SU–Z (almost 60 % in six years). The rate of decrease became steeper
after the SOHO recovery. Since we find that between the abrupt changes the north sensor
is constant, we deduce that this curve shows the relative degradation of sensor SU–Z since
the beginning of the mission for a constant high-voltage setting.
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Figure 13.3: SU–Z/SU+Z, the ratio of the south sensor counting rates relative to those of
the north sensor as a function of time. The values were obtained by comparing overlapping
areas in the field of view of both sensors. The ratios are computed for reference HV settings
(HV+Z=120, HV–Z=140) and include the corrections described above, and are normalized
to 1 at the beginning of 1997. The curve actually represents the loss of responsivity of the
south sensor for a constant HV setting.

13.4 Comparison with the Hubble Space Telescope

A first estimate of the responsivity at Lymanα for the two SWAN sensors was obtained
in 1996 through a comparison with interplanetary UV background data obtained by the
Goddard High Resolution Spectrometer aboard the Hubble Space Telescope (GHRS/HST)
[Clarke et al., 1998].

Let us denote withNp the counting rate of a pixel that is viewing a region of the sky

with a photon radiance of106

4π s−1 cm−2 sr−1. This corresponds to a photon flux density of
1 R.1 We then get

• N+
p (HV=120; 1996; 1 R)= (1.17± 0.11) s−1

• N−
p (HV=140; 1996; 1 R)= (0.57± 0.06) s−1

From these values and taking into account the degradation observed for both sensors,
we can deduce the value for the north sensor in early 2002 as

1A photon flux density (emittance) of one rayleigh (R) is defined as 106 s−1 cm−2 emitted isotropically
[Hunten et al., 1956].
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• N+
p (HV=120; 2002; 1 R) = 0.57 s−1

The reduction factor used here (equal to 0.49) takes into account changes of the HV
settings and the abrupt losses of responsivity. For the same date, the south responsivity
ratio to its original value is equal to 0.43. This is deduced from Figure 13.3. We find that

• N−
p (HV=140; 2002; 1 R) = 0.24 s−1

13.5 SWAN Responsivity for Stars and for an Extended
Source

The counting rate per pixel,Np, for an extended monochromatic source with a photon
radiance,Lp, in a spectral line at wavelengthλ (i.e., HI Ly-α) is

Np = Lp AΩ Tm1(λ) Tm2(λ) Tc(λ) q(λ) ρc (13.1)

whereA is the area of the entrance pupil,Ω is the field of view,Tm1(λ) andTm2(λ) are the
reflectivities of the two mirrors (at HI Ly-α about 77 % each),Tc(λ) is the transmission
of the hydrogen cell with MgF2 lenses (about 20 % at HI Ly-α), q(λ) is the quantum
efficiency of the photocathode (about 9 % at HI Ly-α), andρ c is the counting efficiency,
which is independent of wavelength.

In our case we haveA = 5.72 cm2 andΩ = 3.05× 10−4 sr (1◦ × 1◦ field of view)
Pulses created by photo-electrons on the photocathode may have a level smaller than the
fixed threshold of the PAD (Pulse Amplifier Discriminator associated to each pixel). The
level of a pulse may be increased by increasing the high voltage on the MCP. However, it
was found in flight that the level of high voltage could not be set as high as desired because
of frequent trip-off, for an unknown reason. (On the ground, the HV never tripped, even at
the maximum level of HV). Therefore, the value ofρ c is not precisely known; it is variable
with the HV level and from one pixel to the next, which significantly contributes to the
PRNU (Pixel-to-pixel Response Non Uniformity).

The quantityη(λ) = Tm1(λ) Tm2(λ) Tc(λ) q(λ) ρc is called the spectral responsivity.
It can be used both for a monochromatic extended source

Np = η(λ) AΩ Lp (13.2)

and for the prediction of the counting rate,N ∗, when observing a point source. A star with
a spectral photon irradiance ofEλ would yield

N∗ = A
∫

λ

η(λ)Eλdλ (13.3)

Ground calibrations were performed by recording the response of SWAN to syn-
chrotron radiation through a monochromator with a fixed exit slit isolating a narrow wave-
length interval∆λ. Figure 13.4 shows the counting rate,Cλ, of the SWAN sensor as
a function of monochromator wavelength. The short-wavelength cut-off is due to MgF2
transmission, while the long-wavelength cut-off is due to the solar-blind CsI photocathode
of the SWAN detectors. Let us first assume that the output spectral radiant flux,Φλ, from
the monochromator is constant, then this curve may be used for the radiometric calibration
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Figure 13.4: The counting rate,Cλ, of the SWAN sensor as a function of monochromator
wavelength during a calibration run with synchrotron radiation. Strong and narrow absorp-
tion features are due to the (unwanted) presence of HCl in the H2 absorption cell, a result
of the reaction of H atoms with the AgCl that is used to seal the MgF2 lenses to the glass
through silver plates.

of SWAN together with observations of stars whose spectral irradiances,Eλ, are known
from IUE or from the SOLSTICE experiment on UARS [G. Rottmann, personal commu-
nication, 1998], and the observed counting rates,Nmes. It then follows with constantk
(representing a wavelength-independent synchrotron radiation) that

η(λ) = Cλ
k

= Cλ Nmes

k N∗ = NmesCλ
A

∫

EλCλdλ
(13.4)

However, the synchrotron radiation entering the monochromator is probably not con-
stant, but varies smoothly with wavelength. By observing several stars with different spec-
tral shapes (stellar types O, B, A), one can describe the synchrotron radiation flux with
a linear function (or a function of higher order) and determine by a least-squares fit the
coefficients of the polynomial describingΦλ. This work is still in progress (as of August
2002), and will lead to a better representation ofη(λ).
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HST/GHRS observations of the velocity structure of interplanetary hydrogen,Astro-
phys. J.499, 482–488, 1998.

Hunten, D.M., Roach, F.E., and Chamberlain, J.W., A photometric unit for the airglow and
aurora,J. Atmos. Terr. Phys.8, 345–346, 1956.



210 13. RADIOMETRIC CALIBRATION OF THE SWAN INSTRUMENT



III. Intercalibration





— 14 —

Comparison of CDS Irradiance Measurements
with SEM and EIT

WILLIAM T. THOMPSON

L3 Communications Analytics Corporation
NASA Goddard Space Flight Center

Greenbelt, MD, USA

DONALD R. MCMULLIN

University of Southern California
Space Sciences Center
Los Angeles, CA, USA

JEFFREYS. NEWMARK

Naval Research Laboratory
Washington, DC, USA

Observations of the solar irradiance have been made with the CDS Normal Incidence
Spectrometer in the ranges 30.8 nm to 38.1 nm and 51.3 to 63.3 nm, on a semi-regular
basis since March 1997. Also observed are the HeII and SiXI lines at 30.4 nm in second
order. We have used these observations to estimate the signal that SEM would see on those
dates. In order to fill in the wavelengths below 30.0 nm, a DEM curve is generated from the
CDS observations. Comparisons are also made with the EIT measurements for the same
dates. Both pre-loss-of-attitude and post-recovery data are considered.

14.1 Introduction

We report here on intercomparisons between EUV irradiance measurements made by
three instruments aboard the Solar and Heliospheric Observatory (SOHO): the Coronal
Diagnostic Spectrometer (CDS) [Harrison et al., 1995], the Solar EUV Monitor (SEM)
[Hovestadt et al., 1995], and the Extreme-ultraviolet Imaging Telescope (EIT) [Delabou-
dinière et al., 1995]. Each of these instruments has different characteristics. For CDS to
measure irradiance, a special observing program must be run to return the irradiance spec-
trum in the wavelength ranges 30.8 nm to 38.1 nm and 51.3 nm to 63.3 nm. Because this
observing program takes thirteen hours to complete, CDS only measures the irradiance
on a semi-regular basis, usually monthly. SEM, on the other hand, continuously monitors
the irradiance, but does not have sufficient spectral resolution to separate out individual
emission lines. Instead, the integrated flux from 26 nm to 34 nm is returned. Using a Dif-
ferential Emission Measure (DEM) analysis [Cook et al., 1999, 2002], EIT is able to derive
a spectrum several times a day from its synoptic full-Sun observations in four bandpasses
centered on 17.1 nm, 19.5 nm, 28.4 nm, and 30.4 nm. A DEM map is an individual DEM
curve for each pixel in the field of view, which reproduces the intensities in the four EIT
channels for that pixel and covers the temperature range from 0.8 MK to 2.5 MK. Using
these maps one can model individual lines (e.g., HeII 30.4 nm) or an instrumental band-
pass (e.g., SEM 26 nm to 34 nm) to produce absolutely calibrated intensities. This DEM
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modeling tool is used to calculate absolutely calibrated, solar EUV-irradiances over the
SOHO mission lifetime [Newmark et al., 2002].

In order to intercompare these three instruments, the results from CDS and EIT are
integrated over the 26 nm to 34 nm bandpass for comparison with SEM. Since CDS does
not observe this entire bandpass, the unobserved part of the spectrum is simulated based on
a DEM analysis of the CDS data. For EIT, the entire bandpass is simulated from a separate
DEM analysis.

When contact was temporarily lost with the SOHO spacecraft during 1998, changes
occurred in the CDS instrument. In making the comparison of CDS with SEM and EIT,
we will first concentrate on the period prior to the loss-of-contact, and then look at what
changes are necessary for the period following the recovery.

14.2 The CDS Measurements

The CDS full-Sun irradiance observing program is described inBrekke et al.[2000]
and inThompson and Brekke[2000]. A series of 69 individual rasters is used to cover the
entire Sun, returning the complete ranges of the two bands of the CDS Normal Incidence
Spectrometer (NIS) from 30.8 nm to 38.1 nm (NIS-1) and 51.3 nm to 63.3 nm (NIS-2).
The full observing sequence takes approximately 13.5 hours to complete.

Before the irradiance spectra can be analysed, corrections are applied for the aging
of the detector [Thompson, 2000b]. An absolute calibration curve is then applied to the
data, based on two sounding-rocket underflights in 1997 [Brekke et al., 2000;Thomas
et al., 1999;Thomas, 2002]. These calibration steps are well-established for the period
leading up to the loss-of-contact with the spacecraft in 1998. Later, we will discuss what
modifications are required for the period after the recovery of the spacecraft.

Off-band scattering from the two gratings prevents us from measuring any continuum
component to the spectrum. However in the NIS wavelength-bands, the spectrum can be
completely characterized as a series of distinct emission lines. The next step in the CDS
analysis is to fit each of these emission lines. For the period before loss-of-contact, these
lines are fitted with Gaussian profiles.

CDS/NIS does not observe the entire SEM bandpass of 26 nm to 34 nm. In order to
derive a complete spectrum in this bandpass from the CDS data, three separate components
are required:

• The CDS first-order spectrum from 30.8 nm to 34.0 nm.

• The CDS second-order measurements of HeII 30.38 nm, and SiXI 30.33 nm.

• A simulated spectrum from 26 nm to 30 nm, based on a DEM analysis of the CDS
data.

Table 14.1 lists the lines in the CDS spectrum that were used for DEM analysis.
The (full-Sun) intensities from these lines were fed into a DEM analysis tool written us-
ing the CHIANTI package [Dere et al., 1997]. Ionization rates were based onArnaud
and Raymond[1992], and abundances were based on theMeyer [1985] coronal values,
as they are delivered with the CHIANTI package. The pressure was kept constant at
neT = 1015 cm−3 K. A typical DEM derived from CDS data is shown in Figure 14.1,
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Table 14.1: Lines observed by CDS used to derive full-Sun DEM curves as in Figure 14.1.

Wavelength / nm Identification
31.18 MgVIII

31.37 MgVIII

31.50 MgVIII

32.70 FeXV

33.28 Al X

33.42 FeXIV

34.11 FeXI

34.57 FeX

35.27 FeXI

36.08 FeXVI

36.81 MgIX

36.92 FeXI

37.41 OIII

52.58 OIII

54.11 NeIV

54.21 NeIV

54.39 NeIV

55.00 Al XI

55.43 OIV

56.98 NeV

57.22 NeV

59.96 OIII

60.84 OIV

62.50 MgX

62.97 OV

and a typical spectrum, with both measured and DEM-derived components, is shown in
Figure 14.2.

To estimate the sensitivity to the pressure chosen in the analysis, we performed our
calculations at three different pressuresneT : (1014, 1015, and 1016) cm−3 K. When com-
bined with the actual CDS observations above 30 nm, the resulting integrated irradiances
between 26 nm to 34 nm were the same to within 1 %. We also made runs with different
ionization rate and abundance files, to estimate the sensitivity to these assumptions. The
results were the same to within 2 %.

14.3 Comparison of CDS with SEM and EIT

The measurements in each of the SEM first-order detectors can be summarized as

S=
∑

IλQλ
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Figure 14.1: Typical DEM curve derived from CDS data.

where Iλ is the intensity of each of the spectral lines (or wavelength bins) contributing
to the total, andQλ represents all the instrumental factors. In order to convert the raw
signalsS into physical values, one must know how the spectrum varies as a function of
wavelength. To this end, the SEM team has adopted a standard reference spectrum (SOL-
ERS22), with reference intensitiesRλ. The irradianceF can then be estimated as

F ≈
∑

IλQλ

(
∑

Rλ
∑

RλQλ

)

= S

〈Q〉
A more complete description of the SEM data-reduction process is described inJudge et
al. [1999].

In the standard SEM analysis, the reference spectrumRλ is the same for all dates. This
provides a uniform interpretation. However, in the real Sun, the different linesI λ change
independently of each other with the solar cycle. When the spectra based on CDS or EIT
data are used as the reference spectra, the SEM values drop by≈ 15 % to 20 % over the
period before loss-of-contact, bringing them into better agreement with the CDS values,
as demonstrated in Figure 14.3. When the CDS or EIT data are used as reference spectra,
not only do the SEM values come down, but they come down by approximately the same
amount, which demonstrates that CDS and EIT both agree on the distribution of energy
over the spectral bandpass, even if their absolute calibrations may not be quite the same.

Figure 14.4 shows the ratio of the CDS and EIT data to the SEM results. When
compared against the unmodified SEM signal, the CDS/SEM ratio holds fairly steady at
≈ 80 %. When the solar spectrum inferred from CDS is used as the reference spectrum,
then the ratio increases to≈ 90 %, showing better agreement. However, this does empha-
size a slight slope with time, possibly indicating an unmodeled decline in the CDS instru-
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Figure 14.2: A typical CDS spectrum, combining an observed component (black) and a
DEM derived component (white). The vertical dashed lines represent the limits of the
SEM bandpass. The tallest bin, between 30 nm and 31 nm, is observed in second-order in
the NIS long wavelength channel.

ment response. Another possible explanation, concerning the DEM analysis of the CDS
data, will be discussed in Section 14.5. The EIT data, on the other hand, are consistently
above the SEM values. Like CDS, the EIT/SEM ratio also shows an initial downward
slope, but then levels off.

14.4 Changes to the Post-recovery CDS Data

After the SOHO spacecraft was recovered following the temporary loss-of-contact in
the summer of 1998, it quickly became evident that changes had occurred in the CDS
instrument. Slight changes had occurred in the positions of the two spectral ranges on the
detector, which in general meant that lines were now being exposed onto fresher areas of
the detector. There also appeared to be some general reduction (≈ 20 %) of the burn-in
pattern. One of the most significant changes, though, was in the instrumental line profile.
Before the loss of contact, the spectral lines were well fitted with Gaussian profiles. After
recovery, this was no longer true. It was found that the post-recovery line profiles were
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Figure 14.3: The solid lines represent 26 nm to 34 nm irradiances from SEM (*), CDS (×),
and EIT (+), where the SEM data is based on the SOLERS22 reference spectrum. The
relative standard uncertainties on the respective data sets are SEM: 10 %, EIT: 15 %, and
CDS: 25 %. Also shown is the modified SEM signal using the spectral observations of
CDS (dash) and EIT (dot-dash) as the reference spectrum.

best fitted with a combination of a Gaussian for the core of the line, plus a term describing
the broadened wings:

B(λ) = A0
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whereα can have different values for the red (λ > λ0) and blue (λ < λ0) wings. The
adopted values ofα were:

α = 0.8 NIS-1
α = 0.317 NIS-2,λ > λ0
α = 0.0884 NIS-2,λ < λ0

Since the HeII and SiXI lines at 30.4 nm appear in second order in the NIS-2 channel, the
asymmetric values ofα for that channel are used for those lines.

The current version of the CDS data-analysis software applies the same absolute cali-
bration for the post-recovery data that it does for the pre-loss data. Looking at long-term
trends in the quiet-Sun, disk-center radiances, it appears that this assumption holds true for
the first-order, long-wavelength channel. However, adjustments are needed for the short-
wavelength channel, and for the second-order lines in the long-wavelength channel. For
this study, adjustment factors were adopted for the post-recovery data shown in Table 14.2.
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Figure 14.4: The solid lines represent the ratio of the CDS (×) and EIT (+) irradiance mea-
surements to the unmodified SEM irradiance based on the SOLERS22 reference spectrum
(i.e., to the * symbols in Figure 14.3). The lines with dash and dot-dash patterns represent
the ratios to the modified SEM signal using each instrument’s measured spectrum as the
reference spectrum (i.e., to the lines with the same patterns in Figure 14.3). These lines are
drawn bold, to emphasize that they are the more relevant comparisons.

The results of Figures 14.3 and 14.4 are extended to the post-recovery period in Fig-
ures 14.5 and 14.6, respectively. Figure 14.5 shows that there is a basic overall consistency
between the CDS, SEM, and EIT irradiance measurements: they increase and decrease
together.

On the other hand, two artifacts in the CDS data are evident from Figure 14.6. First,
there is a jump of≈ 20 % in the CDS/SEM ratio in the period immediately following
recovery, when the unmodified SEM data are used, based on the SOLERS22 spectrum.
A more realistic comparison is to use the CDS spectra in the SEM data reduction, which
decreases the jump to≈ 10 %. This may represent a recovery from some unmodeled loss

Table 14.2: Adjustment factors applied to the post-recovery CDS data.

Channel Factor
NIS-1 1.447
NIS-2, 1st order 1
NIS-2, 2nd order 1.167
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Figure 14.5: Extension of Figure 14.3 to the post-recovery period.

in the CDS instrument response, during the out-of-contact period. Or, it may mean that
the adjustment factors in Table 14.2 for the post-recovery data are over-estimated. After
contact was restored, there is again a slow, but steady, decline in the CDS/SEM ratio with
time, which may indicate an unmodeled loss in the CDS instrument response (but see also
Section 14.5). The post-recovery EIT behavior is consistent with the pre-loss-of-attitude
behavior.

As the solar cycle progresses from minimum to maximum, the standard SEM values
based on the SOLERS22 spectrum approach those based on either the CDS or EIT spectral
observations. This is because the CDS and EIT spectra look more like the SOLERS22
spectrum when the Sun is more active.

There may be slight differences in the bandpasses between the two SEM first-order
channels [Judge et al., 1998]. This is due to the measured alignment of the SEM and
the corresponding uncertainty of these measurements. The net result of this is that each
first-order channel may be observing a slightly different bandpass and will therefore pro-
duce a slightly different count-rate for minor changes in the solar spectral distribution.
Figure 14.7 shows the difference in the observed raw counts in the two SEM channels,
compared against what the CDS and EIT instruments predict should be seen in these chan-
nels. Up until SOHO’s loss-of-attitude, both CDS and EIT predict that the signal in channel
three should be rising more quickly than channel one as the solar activity rises, while the
measured difference shows little change with the solar cycle. This may indicate that the
actual bandpasses for the two SEM channels are slightly different than the modeled band-
passes. After recovery, the CDS predictions level off, matching the SEM observations,
while the EIT predictions continue to rise.
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Figure 14.6: Extension of Figure 14.4 to the post-recovery period.

14.5 Behavior of Different CDS Components

Since the CDS spectrum over the SEM bandpass is built up of three distinct compo-
nents, one important question is whether or not these components, or just a single compo-
nent, can explain the artifacts in Figure 14.6. The single most important component is from
the two second-order lines of HeII and SiXI at 30.4 nm. Figure 14.8 shows the relative
contribution of these two lines to the total SEM bandpass, based on both the CDS and EIT
spectra. One can see that there is both agreement and disagreement between the two instru-
ments over the importance of the two 30.4 nm lines to the SEM bandpass. Both agree that
in 1997, when the Sun was near solar minimum, the radiation at 30.4 nm makes up about
80 % of the total SEM bandpass. As the solar cycle progresses, this drops to only about
55 % to 60 % by the year 2000. However, CDS consistently measures a somewhat bigger
contribution from 30.4 nm, and this difference is larger after the out-of-contact period than
before. This could be because the CDS second-order calibration after the loss-of-attitude
is slightly overestimated, which could also explain the slight jump in the CDS/SEM ratio
at that time.

Another way to look at the difference between the CDS and EIT data is to plot how
much of the difference is due to the second-order CDS measurements at 30.4 nm, how
much from the first-order spectrum longward of 31 nm, and how much from the DEM-
derived spectrum shortward of 30 nm. These are shown in Figure 14.9. Up until the SOHO
loss-of-attitude in the summer of 1998, the principal difference is in the bin containing the
strong HeII 30.4 nm line. However, as the solar cycle progresses, the component below
30 nm becomes more important. Detailed examination shows that most of this difference
is in the FeXV 28.4 nm line. Since this is one of the bandpasses directly observed by EIT,
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Figure 14.7: The solid curve shows the measured difference in raw counts between SEM
channels 3 and 1. Also shown are the projected differences based on the CDS (dashed) and
EIT (dotted) data.

it would appear that the DEM analysis of the CDS data being used here is failing to model
correctly the brightness at 28.4 nm. Looking at Figure 14.1, this can be explained by the
fitted curve not exactly reproducing the sharp cutoff at the highest temperatures.

If the synthetic spectra used to fill in the unobserved part of the SEM bandpass is un-
derestimated, then this could explain several features in the disagreement between CDS
and either SEM or EIT. First of all, it would substantially help explain why CDS consis-
tently measures lower values than either of the other two instruments. Figure 14.9 also
shows that most of the slow decline in the CDS/SEM ratio after the SOHO recovery can
be attributed to the synthetic spectrum component.

14.6 Conclusions

The CDS, EIT, and SEM instruments all have good agreement of their measured ir-
radiances within their combined uncertainties. When the spectral shapes from either CDS
or EIT are used in the processing of the SEM raw data, the agreement between CDS and
SEM improves, but is worse between EIT and SEM. The effect of the CDS and EIT spec-
tral shapes on the SEM analysis is about the same.

The synthetic spectrum, used to fill in the part of the SEM bandpass not observed by
CDS, has significantly less FeXV 28.4 nm emission than is found in the EIT data. This is
attributed to a lack of resolution in the fitted DEM. This under-prediction at 28.4 nm goes
a long way towards explaining why the CDS integrated irradiance values between 26 nm
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Figure 14.8: The relative importance of the HeII and SiXI lines at 30.4 nm to the total
SEM bandpass, based on CDS (solid) and EIT (dotted) spectra.

to 34 nm are lower then either SEM or EIT, and why the CDS/SEM ratio shows a slight
decline with time. It should be emphasized that the disagreement between CDS and EIT
at 28.4 nm is not a problem with their relative calibrations, since CDS does not observe in
this part of the spectrum.

Immediately after the recovery of the SOHO spacecraft in late 1998, the CDS/SEM
ratio shows a slight≈ 10 % jump, which may mean that the 1.167 adjustment factor for
second-order, 30.4 nm, post-recovery data may be overestimated.

The CDS and EIT spectra both predict count-rates in the two SEM channels whose
difference behaves differently than the actual, observed difference, for the selected days
in this study. Initially, as the solar activity increases, this predicted difference slowly in-
creases, while the observed difference varies little over the solar cycle. The CDS predicted
difference eventually levels off, matching the observed behavior, while the EIT prediction
continues to rise. If the 28.4 nm component of the CDS spectrum were not underestimated,
the CDS prediction might better match that of EIT. This inconsistency between the CDS
and EIT predictions and the SEM observations may indicate that the actual bandpasses
for the two SEM channels are slightly different than the modeled bandpasses. This is an
area of future study regarding the alignment of the SEM and is not expected to change the
results of SEM irradiance values beyond the stated uncertainty.

The relative importance of 30.4 nm (He+Si) to the total SEM bandpass gradually de-
creases from 80 % early in the mission to either 60 % as measured by CDS, or 50 % as
measured by EIT. As the solar activity increases, the effect of the observed CDS and EIT
spectra on the SEM measurements approaches that of the assumed SOLERS22 spectrum.
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Figure 14.9: The difference between the CDS and EIT irradiances, split into three spectral
ranges according to how they were derived from CDS data. The range 26 nm to 34 nm was
not measured by CDS, but was derived via a DEM analysis.
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Ogawa, H.S., Hsieh, K.C., Möbius, E., Lee, M.A., Managadze, G.G., Verigin, M.I., and
Neugebauer, M., CELIAS - Charge, element, and isotope analysis system for SOHO,
Sol. Phys.162, 441–481, 1995.

Judge, D.L., McMullin, D.R., Ogawa, H.S., Hovestadt, D., Klecker, B., Hilchenbach, M.,
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Flights of the SERTS sounding rocket were made in 1997, 1999, and 2000 to provide
updated radiometric and wavelength calibrations for several experiments on the SOHO
mission. Just before or after each of these flights, end-to-end radiometric calibrations of
the rocket payload were carried out using an EUV transfer standard light-source specially
re-calibrated against the primary standard of BESSY I. These measurements established
the absolute SERTS responsivity within a relative uncertainty of 17 % over its bandpass
of 30 nm to 36 nm. During the flights, SERTS and SOHO CDS observed the same solar
locations, as demonstrated by subsequent data co-registration with simultaneous SOHO
EIT images, allowing the SERTS calibrations to be directly applied to both CDS and EIT.
Following is a brief summary of the SERTS-97 radiometric calibration and the under-
flight cross-calibration that it provided for the CDS NIS channels at a time shortly before
SOHO’s temporary loss of pointing control.

15.1 Introduction

The Solar EUV Research Telescope and Spectrograph (SERTS) developed by the
Goddard Space Flight Center (GSFC) is a rocket instrument that obtains imaged high-
resolution spectra of individual solar features to study the Sun’s corona and upper tran-
sition region. Flights in 1997, 1999, and 2000 also provided radiometric and wavelength
calibrations for several experiments on the SOHO mission. For that purpose, end-to-end
radiometric calibrations of SERTS were carried out just before or after each flight in the
same facility that had been used to characterize the SOHO CDS experiment at Ruther-
ford Appleton Laboratory (RAL) [Lang et al., 2000, 2002], and using the same EUV light
source specially re-calibrated against the primary EUV radiation standard of BESSY I.
These measurements can establish the absolute SERTS responsivity within a relative stan-
dard uncertainty of 25 % or better at 12 wavelengths covering its bandpass of 30 nm to
36 nm. Post-flight wavelength calibrations were done at GSFC using laboratory standard
lines of HeII and NeII . Each SERTS payload also carried an EUV solar flux monitor kindly
provided by the University of Southern California (USC) [McMullin et al., 2002]; its read-
ings were used to validate calculations of atmospheric EUV transmission over the rocket’s
trajectory, and to provide an updated calibration for SOHO CELIAS. During each flight,
SERTS and CDS observed the same solar locations, as demonstrated by subsequent data
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Table 15.1: Radiant power and photon flux of the EUV transfer-standard source. Results
are mean values of all calibration periods.

Emission Lines Integration Range Spectrum Radiant Power Photon Flux Rel. Std. Uncert.
/ nm / nm / pW / s−1

30.11 29.95-30.25 NeIII 10.4 1.58×106 7 %
30.38 29.90-30.90 HeII 319.0 4.88×107 7 %

30.48/30.55 30.35-30.65 ? 6.71 1.03×106 7 %
30.86 30.75-31.00 NeIII 4.10 6.37×105 7 %

31.31-31.39 31.20-31.55 NeIII 12.4 1.96×106 7 %
31.95/32.00 31.80-32.15 ? 11.6 1.87×106 7 %
32.46/32.54 32.35-32.57 NeII 4.34 7.10×105 7 %
32.65-32.81 32.57-32.82 NeII 38.4 6.36×106 7 %
33.01-33.15 32.82-33.35 NeII 21.3 3.53×106 7 %
35.22-35.39 35.00-35.40 NeII 17.7 3.17×106 7 %
35.50-35.75 35.40-35.85 NeII 59.3 1.06×107 7 %
36.14/36.25 35.95-36.45 NeII 43.0 7.84×106 7 %

co-registration with simultaneous SOHO EIT images, allowing the SERTS calibrations to
be directly applied to both CDS and EIT. Following is a brief summary of the SERTS-97
radiometric calibration and the underflight cross-calibration that it provided for the CDS
NIS-1 and NIS-2 channels, a few months before SOHO’s loss of pointing control in 1998.

15.2 Calibration Source – EUV Transfer Standard

To support SOHO, the Physikalisch-Technische Bundesanstalt (PTB) developed a spe-
cial EUV radiometric transfer standard, based on a hollow-cathode lamp combined with
collimating optics [Hollandt et al., 2002]. Different gasses can be fed through the hollow
cathode to provide radiation from a wide variety of emission lines. Controls for the oper-
ating conditions of the lamp ensure that its output is stable and repeatable. The lamp’s exit
aperture is a 0.6 mm-diameter pinhole positioned at the focal point of an inverted grazing-
incidence Wolter Type-II telescope, which had been made by GSFC for the SERTS pro-
gram, then donated to PTB. A collimated beam emerges from the telescope, and is limited
to a diameter of 5 mm by a final aperture. The entire device is mounted on a table that can
be moved and tilted in a controlled manner.

This source was characterized by PTB against the BESSY I electron storage ring, a pri-
mary radiometric standard, and used to carry out the pre-launch calibrations of the SOHO
CDS experiment. In 1995, the source was again specially re-characterized directly against
BESSY I for the SERTS project over the spectral bandpass of 26 nm to 38 nm. These
later measurements demonstrated that the source showed no systematic degradation over
the several-year period involved, and that its absolute radiant power at each wavelength
could be established to within a relative standard uncertainty of 7 %. Table 15.1 lists the
final results of all such BESSY runs with the transfer source for the wavelengths used to
calibrate the SERTS instrument, at 11 sets of lines between 30 nm to 36 nm by using neon,
and at 30.38 nm by using helium. Further details of this source and its calibration are given
by Hollandt et al.[2002].
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Figure 15.1: The entrance aperture of the SERTS-97 instrument. Smaller circles show the
areas illuminated by the narrow beam of the EUV calibration source.

15.3 SERTS-97 Radiometric Calibration

In September 1997, the SERTS rocket payload was shipped to RAL and installed in
the same vacuum chamber that had been used to carry out the pre-launch calibrations of
the SOHO CDS instrument. The calibration source described above was then attached
and aligned to the SERTS optical axis by means of a red laser shining through the source
optics. This laser was adjusted to retro-reflect from the SERTS reference mirror, and its
position was set to illuminate a specific target point on the SERTS telescope aperture. In
that orientation, a spotting telescope attached to the source table was locked into position
sighting a corresponding target point on a map of the SERTS aperture that was attached to
the side of the rocket payload. In addition, an auto-collimator, also attached to the source,
was locked into position viewing the reflection from a large flat mirror that was fixed
to the other side of the SERTS instrument. These both looked through window ports in
the vacuum chamber’s door, so that the relative position and tilt between the source and
instrument could always be controlled during the calibration runs. Flexible bellows in the
vacuum pipe connecting the source to the vacuum chamber permitted the needed motions
and tilts. In order to assure that all source radiation reached the detector, the slit of the
SERTS spectrometer was removed. The entrance aperture of the SERTS-97 instrument is
an annulus with inner and outer radii of 39.70 mm and 48.01 mm, and with three spider-
arms each 2.87 mm wide. Various parts of the aperture are illuminated by translating the
narrow source-beam relative to the payload. Horizontal translation is accomplished by
a motorized table inside the vacuum chamber on which the payload is mounted, while
vertical translation is done by jacking the source-table up and down. A total of nineteen



228 15. UNDERFLIGHT CALIBRATION OF SOHO CDSBY SERTS-97

Figure 15.2: Representative results of spatially summed responses to neon. Two different
tilts of the source were required in order to cover the full wavelength range when using
that gas.

locations within the instrument aperture were covered with the 5 mm-diameter beam in
this way, representing 16.8 % of its full area (Figure 15.1).

SERTS-97 used an intensified CCD detector with a 3072×2048 array of 9-micron pix-
els1, cooled to−20 ◦C. For each entrance aperture location, this detector recorded a spec-
trally dispersed image of the 0.6 mm source pinhole in the various emission lines being
emitted. Since all of the useful neon lines could not fit onto the detector in one image, two
different tilts of the source were required in order to cover the full wavelength range when
using that gas. Representative results of spatially summed responses to neon are shown in
Figure 15.2, in which the eleven measured spectral features can be seen. Although some of
these features appear blended, their separate contributions can be reliably determined by
fitting multiple Gaussians to the overall profiles. Several routine adjustments are applied to
all of the recorded data, including dark image subtraction, de-biasing, non-linearity correc-
tion, flat-fielding, median filtering, and then spatial summing. The non-linearity correction
is determined by comparing data that differ only by exposure time, and is used to con-
vert the raw recorded Data Numbers (DN) to Relative Exposure Units (REU). The total
response rate in REU/s at each wavelength is then found by Gaussian fits to all 99 of the
corrected calibration images, taken on ten days during the full run of three weeks. Since a
given wavelength feature was recorded multiple times, the values of those readings were
averaged for each entrance aperture position measured, and then averaged again over all
aperture positions to simulate full-aperture illumination.

11 micron = 1µm = 10−6m
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Figure 15.3: SERTS-97 absolute end-to-end response in Relative Exposure Units (REU)
per erg as a function of wavelength. Error bars show the total range of values measured
from the different sub-aperture positions.

The final calibration is shown in Figure 15.3, which gives the measured SERTS-97
absolute end-to-end response in units of REU/erg as a function of wavelength. The peaked
shape of the curve is mainly due to the multilayer coating on the spectrograph grating,
which was applied to enhance its EUV efficiency. Error bars reflect the total range of
values measured from the various entrance aperture positions. The solid line is a Gaussian
plus slope, which represents the measurements to well within the 15 % uncertainty limits
shown. This response curve giving Resp/Srce is then used with the following relationships

Cal = Srce× (K/PScl)2 / Area / Resp
Lobe Calibration = Cal / Pix2

Slit Calibration = Cal / Pix / Slit

and with the various geometric values given in Table 15.2 to determine the appropriate ca-
libration factors for SERTS observations made either with its narrow slit or with its wide
lobe. In the table, Slit is the width of the spectrometer’s narrow slit, and Area refers to
the instrument’s entrance aperture; both were measured with an accurate travelling mi-
croscope. Pix is the detector pixel size, taken from manufacturer’s specifications. PScl
is the spatial Plate Scale of the instrument, which was determined by cross-correlations
of SERTS lobe data against simultaneous EIT images, both at 30.4 nm [W.T. Thompson,
personal communication, 1999]. This was done in units of SOHO-arcsec/SERTS-pixel,
and so requires conversion by the factors of 1.00282 1AU-arcsec/SOHO-arcsec, and of
9 µm/SERTS-pixel. Finally, K is just the number of arcsec per radian. The resulting rela-
tive standard uncertainty of Cal (which has units of erg cm−2 sr−1 REU−1 µm2) is 17 %.
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Table 15.2: SERTS-97 calibration conversion.

Calibration Factors Units Rel. Std. Uncert.
Resp Resp(λ) REU / s 15.0 %
Srce Srce(λ) erg / s 7.0 %
Slit 21.5 µm 2.0 %
Area 22.18 cm2 1.0 %
PScl 0.7869 / 9× 1.00282 ′′/ µm 0.2 %
Pix 9.0 µm 0.0 %
K 180× 60× 60 /π ′′/ rad 0.0 %

15.4 CDS Underflight Calibration

On 18 November 1997 at 1935 UT, the calibrated SERTS payload was launched from
White Sands Missile Range, New Mexico, and made imaged spectral observations of ac-
tive region NOAA 8108 on the solar disk at heliographic coordinates N21E18. Starting
a few hours before this flight and ending a few hours after it, the CDS instrument on
SOHO observed the same solar target with spectral coverage that included the SERTS
bandpass. Cross-correlations of the resulting images at HeII 30.4 nm with the full-disk
image from SOHO EIT allowed all three to be spatially co-registered to within 1.8′′. The
alignment was verified by comparing spatial distributions of the highly variable FeXVI

33.5 nm emission measured by both SERTS and CDS, which showed excellent relative
agreement. A 30′′ area along the SERTS slit was not used in the cross-calibration because
a small sub-flare there caused too much time variability. However, on the remaining area
of overlap between the CDS raster-field and the SERTS slit (190′′), all consecutive obser-
vations agree within 2 %.

In addition to the standard data-reduction procedures mentioned in the previous Sec-
tion, two other corrections were applied to the SERTS flight data. The first was an ad-
justment for atmospheric extinction at rocket altitudes, which was computed using radar
measurements of the flight trajectory and the MSIS-86 model of the Earth’s neutral ther-
mosphere [Hedin, 1987]. SERTS-97 carried a full-disk EUV monitor provided by USC,
whose measurements showed that atmospheric extinction is indeed well-fitted by the MSIS
model used, and in any case is less than 10 % for all but two of the SERTS exposures. The
second correction was to reduce instrumental line-profile distortions by applying two iter-
ations of LUCY, a SolarSoft IDL routine based on image restoration methods described by
Richardson[1972] and byLucy[1974]. Pre-flight laboratory images were used to provide
the instrumental point-spread function for that correction. The CDS measurements were
likewise treated with their standard data-reduction routines, except that no radiometric
factors were applied so that they were left in raw units of detector photon-events.

Both SERTS and CDS data were then spatially averaged over their area of overlap,
excluding the sub-flare, giving the spectral curves shown in Figure 15.4. Here the SERTS
measurements are in absolute units, while the CDS data have been scaled to match; both
have arbitrary offsets to show the curves more clearly. All line intensities were found by
Gaussian fits relative to the local background. Those indicated by vertical bars were strong
and clean enough to be used in the cross-calibration. Since the CDS spectral resolution is
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Figure 15.4: Comparison of SERTS and CDS NIS-1 spectral measurements made on 18
November 1997, spatially averaged over the same areas of the solar disk. The 26 spectral
features used in the NIS-1 cross-calibration are indicated.

somewhat poorer than that of SERTS, a number of lines had to be grouped in the compar-
ison, but this still allowed valid cross-calibrations at a total of 26 wavelengths in the CDS
NIS-1 channel, and another two (second spectral-order) wavelengths in CDS NIS-2.

The final results are summarized in Figure 15.5. The error bars here represent line-
fitting uncertainties only, and do not include the effect of uncertainty in the SERTS abso-
lute calibration. The Figure includes an additional point at 36.8 nm from the Woods-97
rocket flight [Brekke et al., 2000], which seems to agree well with an extension of the
SERTS results. The polynomial fit (solid line) matches nearly every point to within 15 %,
as indicated by the close dotted lines on either side. This curve has been implemented in
SolarSoft as the current CDS NIS-1 calibration, through the following relationships:

Response = poly(Wave, Coef)
Coef = [ –1.88868822, 0.166374198, –0.00490782871, 4.86757761e-05 ]

where poly is the IDL-library routine for evaluating polynomial functions. The listed val-
ues of Coef give the CDS NIS-1 conversion factor, Response, in units of photon events
per (erg cm−2 sr−1) when the variable wavelengths, Wave, are input in units of nm. Also
shown is the previous calibration curve used for CDS NIS-1 [Landi et al., 1997], as well
as the original curve from pre-launch measurements, demonstrating the significant im-
provement provided by the SERTS-97 underflight re-calibration of the CDS experiment.
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Figure 15.5: The ratio of CDS intensities in detector photon-event units to those measured
by SERTS-97 in absolute units. Two points at 30.3 and 30.4 nm are for the second spectral
order of NIS-2; all others are for first-order NIS-1. See the text for explanations of the
various curves.

Acknowledgements

The PTB transfer source was developed under the leadership of Michael Kühne, while its char-
acterization at BESSY I and operation at RAL were primarily done by Jörg Hollandt. SERTS calibra-
tions at RAL depended on the tireless efforts of Barry Kent, and on the constant support of Richard
Harrison. Much of the SERTS software, as well as CDS cross-calibration operations and data re-
duction, were carried out by William Thompson. The SERTS rocket project, initiated by Werner
Neupert, has been led over the past twelve years by Joseph Davila. Heartfelt thanks are extended to
Jim Lang, William Thompson, and especially to Anuschka Pauluhn for their many helpful sugges-
tions and patient editing of the present manuscript. This work is funded by NASA RTOPs 370-18-37
and 344-17-38.

Bibliography

Brekke, P., Thompson, W.T., Woods, T.N., and Eparvier, F.G., The extreme-ultraviolet
solar irradiance spectrum observed with the Coronal Diagnostic Spectrometer (CDS)
on SOHO,Astrophys. J.536, 959–970, 2000.

Hedin, A.E., MSIS-86 Thermospheric Model,J. Geophys. Res.92, 4649–4662, 1987.
Hollandt, J., Kühne, M., Huber, M.C.E., and Wende, B., Source standards for radiomet-

ric calibration of astronomical telescopes in the VUV spectral range traceable to the
primary standard BESSY, this volume, 2002.



Bibliography 233

Landi, E., Landini, M., Pike, C.D., and Mason, H.E., SOHO CDS-NIS in-flight intensity
calibration using a plasma diagnostic method,Sol. Phys.175, 553–570, 1997.

Lang, J., Kent, B.J., Breeveld, A.A, Breeveld, E.R., Bromage, B.J.I., Hollandt, J., Payne,
J., Pike, C.D., and Thompson, W.T., The laboratory calibration of the SOHO Coronal
Diagnostic Spectrometer,J. Opt. A: Pure Appl. Opt.2, 88–106, 2000.

Lang, J., Thompson, W.T., Pike, C.D., Kent, B.J., and Foley, C.R., The calibration of the
Coronal Diagnostic Spectrometer, this volume, 2002.

Lucy, L.B., An iterative technique for the rectification of observed distributions,Astronom.
J. 79, 745–754, 1974.

McMullin, D.R., Judge, D.L., Hilchenbach, M., Ipavich, F., Bochsler, P., and Bürgi,
A., In-flight comparisons of solar EUV irradiance measurements provided by the
CELIAS/SEM on SOHO, this volume, 2002.

Richardson, W.H., Bayesian-based iterative method of image restoration,J. Opt. Soc. Am.
62, 55–59, 1972.



234 15. UNDERFLIGHT CALIBRATION OF SOHO CDSBY SERTS-97



— 16 —

Intercalibration of CDS and SUMER

ANUSCHKA PAULUHN

International Space Science Institute
Bern, Switzerland

JAMES LANG

Rutherford Appleton Laboratory
Chilton, Didcot, Oxfordshire, UK
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Simultaneous observations of the same solar features with different instruments pro-
vide a way to compare radiometric calibrations and detect changes in responsivity with
time of EUV instruments in space within the combined uncertainties of the individual
instruments. Here we present the intercalibration of the SUMER (Solar Ultraviolet Mea-
surements of Emitted Radiation) instrument (detectors A and B) and the two CDS (Coro-
nal Diagnostic Spectrometer) instruments, the Normal Incidence Spectrometer (NIS) and
the Grazing Incidence Spectrometer (GIS) on the Solar and Heliospheric Observatory
(SOHO). This work describes the results of the Joint Observing Programme Intercal01
and presents quiet-Sun comparisons from March 1996 up to February 2001, which rep-
resents the complete set of all available Intercal01 measurements. Recent calibration up-
dates of both instruments are employed, and the results indicate a very good correlation
and agreement of the measured radiances within the combined uncertainties.

16.1 Introduction

During several measurement campaigns, two or more of the EUV instruments on
SOHO observe nearly simultaneously to investigate common targets on the Sun. Some
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of these Joint Observing Programmes (JOPs) are dedicated to intercomparisons of the ra-
diometric calibrations of the instruments in orbit. The radiometric intercalibration between
the extreme- and far-ultraviolet spectrometers CDS and SUMER has been introduced in
previous papers [Pauluhn et al., 1999, 2001]. Here we report on a comparison of measure-
ments of the SUMER instrument and the Normal Incidence Spectrometer (NIS) as well
as the Grazing Incidence Spectrometer (GIS) of CDS using the most recent calibrations
(see alsoWilhelm et al.[2002] andLang et al.[2002]). SUMER is a stigmatic, normal-
incidence telescope and spectrometer using two superposed orders of diffraction to cover
the wavelength range from 46.5 nm to 161.0 nm. Two identical detectors (A and B) can
be used for observations in their common wavelength-range below 147 nm. The CDS
instrument is a double spectrometer, combining the wide wavelength-range of a grazing-
incidence device and the stigmatic-imaging performance of a normal-incidence instrument
to cover the wavelength range from 15.0 nm to 78.5 nm. Both the NIS and the GIS are fed
simultaneously through a common slit by a grazing-incidence telescope.

SOHO’s intercalibration JOP Intercal01 includes the simultaneous observation, by
SUMER and CDS-NIS, of quiet areas near Sun centre in the chromospheric line HeI

58.4 nm and the two coronal lines MgX at 60.9 nm and 62.4 nm as well as, by SUMER
and CDS-GIS, in the 77.0 nm NeVIII line. Later, the OV line at 63.0 nm was also included
in the SUMER and CDS-NIS comparisons. The two latter lines (OV and NeVIII ) represent
ion formation temperatures of approximately 2.5×105 K and 6×105 K, respectively, and
thus belong to the transition region or the low corona and both exhibit a strong variability.

After a description of the data reduction (Section 16.2), we compare the average, ab-
solute radiances of SUMER and CDS-NIS for the entire period of the intercalibration ob-
serving programme (Section 16.3), from March 1996 until the loss of the SOHO spacecraft
in July 1998, as well as the post-recovery data until February 2001. Next (Section 16.4),
we present the results of the comparison between SUMER and CDS-GIS. A summary of
the results and conclusions is given in Section 16.5 .

16.2 Data Reduction

16.2.1 The SUMER Data

Since the data reduction applied to the SUMER data in this study has been performed
as described byPauluhn et al.[2001], the only differences being the radiometric cali-
bration factors, we restrict ourselves to a brief summary. For a general description of the
SUMER instrument and its data we refer toWilhelm et al.[1995]. SUMER’s telescope
mirror can be stepped in multiples of single steps of 0.38′′ to move the solar image across
the spectrometer’s entrance slit. The slit with angular dimensions of 1′′×300′′ is imaged
by the spectrograph on the detectors with a resolution of about 1′′ per pixel in the spatial
direction and 4.4 pm per spectral pixel in first order. An area of 60′′×300′′ was registered
by a raster scan of the telescope with a step size of 0.76′′ in the east-west direction. After
November 1996, raster scanning (in normal-current mode) was stopped and the scans were
(apart from a few dedicated measurements) limited to the drift of the solar surface across
the slit caused by solar rotation. Thus the area sampled by solar rotation was 3.5′′×300′′.
Each raster was registered for 21 min 20 s, being composed of 80 exposures of 16 seconds
each. The data obtained after November 1996 are therefore strongly oversampled in the
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spatial direction. In spite of this we use all 80 exposures when determining the average
radiance in the field of view noting that this significantly dampens the effect of tempo-
ral variability of the line emission. The SUMER data were corrected for the flat-field, the
geometric distortion, and for detector electronics effects such as dead-time and local gain-
depression. The radiances have been calculated as integrals of Gaussian functions fitted
to the line profiles. These Gaussians have been determined by least-squares fits of single
or multiple Gaussian functions and a linear background (representing the contribution of
the continuum) to the observed spectra at every spatial position. Only the area under the
Gaussian, representing the main spectral line, is considered. From March 1996 to August
1996 SUMER used its detector A; from September 1996 until June 1998 SUMER used its
detector B, and following the loss and recovery of the spacecraft, from November 1998 to
July 2000, SUMER alternately used both detectors. The post-recovery data have been cor-
rected for the detector responsivity-loss followingScḧuhle et al.[2000], using the factors
1.36 for 58.4 nm, 1.40 for 60.9 nm, 1.30 for 62.4 and 63.0 nm, and 1.60 for 77.0 nm af-
ter employing the SUMER SolarSoft programmeradiometry.pro with the keyword
/before. The relative standard uncertainty for SUMER’s radiometric calibration is 20 %
before loss-of-attitude and 36 % post-recovery [Pauluhn et al., 2001;Wilhelm et al., 2002].

16.2.2 The CDS Data

In CDS, fully described byHarrison et al. [1995], a Wolter-Schwarzschild-II type
grazing-incidence telescope focuses the solar image at the entrance slit of a dual spec-
trometer via a scan mirror. Two apertures before, and light stops after the telescope define
the optical paths illuminating the spectrometers. The field of view of the telescope covers
4′ by 4′.

16.2.2.1 CDS-NIS

The stigmatic NIS has two toroidal, concave gratings with different ruling densities,
which are mounted side-by-side and slightly tilted. They disperse two different wavelength-
bands one above the other on to the same detector. The first wavelength-band (NIS-1)
ranges from 30.8 nm to 38.1 nm, and the second band (NIS-2) from 51.3 nm to 63.3 nm.
The spectral pixel size of the CDS-NIS ranges from 7.0 pm at 31.0 nm to 11.8 pm at
63.3 nm. The data of JOP Intercal01 reported here have been measured on NIS-2 using a
slit of angular dimensions 4′′×240′′. Images are made by spatial rastering (moving the slit
perpendicular to its long axis) in steps of 4′′, thus producing 60′′×240′′ images, consisting
of arrays of 15 (horizontal) by 143 (vertical) spatial pixels. The size of the spatial pixel
along the slit corresponds to 1.68′′. The exposure time at each location was 80 s, resulting
in a total accumulation time of 20 min for one raster. The main steps of the CDS data
reduction consisted of corrections for burn-in and flat-fielding. The images corresponding
to the total line radiation were obtained by integrating a Gaussian fit in exactly the same
way as with the SUMER data. For the CDS-NIS spectrometer the post-recovery line pro-
files exhibit wings of different strength on each side of each spectral line. This change
is attributed to the prolonged heating causing an irreversible distortion in the instrument.
Special fitting routines have been developed to account for the changed profiles [Thomp-
son, 1999]. The relative standard uncertainties for the radiometric calibration of CDS are
20 % for the HeI line and 30 % for the MgX lines [Pauluhn et al., 2001;Lang et al., 2002].
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16.2.2.2 CDS-GIS

In the GIS, radiation from the slit illuminates a spherical grating which is set at graz-
ing incidence. Dispersed radiation from the grating is incident on to four separate one-
dimensional detectors placed at fixed positions around the Rowland circle (GIS-1: 15.1 nm
to 22.1 nm, GIS-2: 25.6 nm to 33.8 nm, GIS-3: 39.3 nm to 49.3 nm, and GIS-4: 65.6 nm
to 78.5 nm). For a description of the GIS and its detectors, seeBreeveld et al.[1992] and
Breeveld[1996]. Focussing of the radiation only occurs along the direction of dispersion.
The image of the slit is astigmatic. Spatial information of the solar image formed at the
entrance slit is obtained by using square “pinhole” slits, and by moving both the scan mir-
ror, for east-west solar motion, and the slit, for north-south solar motion. In this way the
required pattern (or raster) across the image can be constructed. For the present observa-
tions a 4′′×4′′ slit was used to give a 32′′× 32′′ raster. Each of the 64 observations lasted
20 s, yielding an observation time of 23 min 22 s including telemetry overheads. The GIS
detector data need correcting for fixed pattern and ghost effects, electronics dead-time,
background, burn-in and flat-field. A thorough description of the GIS and its data reduc-
tion procedure is given in the CDS Software Notes 54 to 56 [Bentley, 1999;Breeveld,
2000a, b]. Additionally, a recently calculated correction for burn-in effects [C. R. Foley,
personal communication, 2002] has been employed. The magnitude of the ghost correc-
tion was estimated for one observational raster (64 spatial positions). The fitting was done
for the data with and without the ghost correction. For the 59 available fits of this observa-
tion, the average relative correction was(15± 2)%, noting that the typical fit uncertainty
was about 10 % [Pauluhn et al., 2002]. The relative standard uncertainty in the radiometric
laboratory calibration of GIS is 30 % [Lang et al., 2000].

16.3 Comparison of the Radiances of SUMER and CDS-
NIS

For the CDS-SUMER intercomparison we have to distinguish three periods with dif-
ferent conditions. In Phase I (March 1996 to August 1996), we can compare quasi-simulta-
neous measurements of overlapping areas on the Sun. In Phase II (September 1996 to June
1998), only averages of the total radiances in the areas scanned can be compared. This
is also the case for the majority of the post-recovery measurements (Phase III, November
1998 to February 2001). Also, for most of the time (Phases II and III) the CDS instrument
scanned a much larger portion of the Sun. Consequently it observed different features
from SUMER and so, potentially, could record different radiances. Another source of un-
certainty is the fact that, as the solar activity maximum approaches, it becomes more and
more difficult to find truly quiet-Sun areas. An overview of the various temporal and spatial
scales of solar variability is given bySolanki[2002].

16.3.1 Long-term Comparison of the Averaged Radiances

Figures 16.1 to 16.3 display the time series of all available radiances averaged over the
rasters made by the two instruments as part of the Intercal01 campaign. The three dif-
ferent phases of the intercalibration campaign are separated by vertical lines. Figure 16.1a
shows the averaged radiances of all available measurements of Intercal01 in HeI 58.4 nm.
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(a) (b)

Figure 16.1: Spatially averaged radiances in HeI 58.4 nm measured with CDS (stars) and
SUMER (squares). The three phases of the intercalibration record (SUMER detector A,
SUMER detector B, post-recovery) are separated by vertical lines. a) All available data. b)
Simultaneous measurements of SUMER and CDS.

(a) (b)

Figure 16.2: Radiances in MgX 60.9 nm, see Figure 16.1 for details.

Figure 16.1b shows the same data, but is restricted to the truly simultaneous measurements
by both instruments. To keep the influence of the inhomogeneity and intrinsic variability of
the solar radiation at a minimum, only these data are used in the comparisons between the
two instruments. In Figures 16.2 and 16.3 the same quantities are depicted for the MgX

60.9 nm line and the MgX 62.4 nm line, respectively. The measurements of day 1165
(June 1999) and day 1565 (July 2000) were made away from disk-centre and extrapolated
to disk-centre values, according to the centre-to-limb variation described byWilhelm et
al. [2000]. The variability increases significantly during Phase III, especially in the coro-
nal lines. The data recorded on days 1165 (June 1999) and 1451 (March 2000), as well
as the latest measurements (February 2001), probably contain parts of active regions. Fi-
nally, Figure 16.4 gives the ratios of the averaged radiances SUMER/CDS. The ratio of
SUMER/CDS varies mainly within the range of±20 % of its arithmetic mean over the
entire time-period.

16.3.2 Correlation of the Time Series

In order to find out whether the time-variability of the signals is solar or instrumental,
we calculate the correlation between the two time series of nearly simultaneous measure-
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(a) (b)

Figure 16.3: Radiances in MgX 62.4 nm, see Figure 16.1 for details.

(a) (b) (c)

Figure 16.4: Ratios of the averages of the radiances of SUMER relative to CDS. a) HeI

58.4 nm, b) MgX 60.9 nm, and c) MgX 62.4 nm.

ments. A high correlation indicates that the variability is solar rather than instrumental.
For the HeI 58.4 nm line, the correlation of the time series of the CDS and SUMER
simultaneously-measured radiances (averaged over the corresponding rasters) amounts to
84 %, 57 %, and 94 % for the three phases. The correlations for the MgX 60.9 nm line are
94 %, 84 %, and 87 %, while for MgX 62.4 nm they are 92 %, 84 %, and 97 %. During the
measurements of Phase I, raster scans over an area of 60′′×300′′ (SUMER, detector A) and
60′′×240′′ (CDS) were made and the common field of view was determined for the com-
parison. During Phase II, when SUMER’s detector B was used, and later, the conditions
for a comparison were not as good as before because SUMER’s field of view was restricted
to an area of about 3.5′′×300′′. This explains the lower correlation of the two time series
over this period. Especially in the HeI line, which shows the network very clearly, the cor-
relation of the SUMER and CDS averaged radiances drops significantly during the second
half of Phase II. In the post-recovery Phase III, SUMER was also not scanning most of the
time, apart from two days when its scanning mechanism was operated in a high-current
mode. Although in Phase III the conditions of both instruments have changed consider-
ably, the correlation of the two instruments remains surprisingly high. This may have to
do with the fact that the Sun was most active during this phase and the solar variability,
due to a general increase in magnetic flux even in the quiet Sun, is the largest. The corre-
lation between the two time series (corrected as described earlier) for theentireperiod of
intercalibration measurements (Phases I to III) amounts to 85 %, 90 %, and 94 % for HeI

58.4 nm, MgX 60.9 nm, and MgX 62.4 nm, respectively. In Table 16.1 the average relative
differences〈CDSphasei -SUMERphasei 〉/〈CDS〉phasei of the three time-periods are given. In
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Table 16.1: Average relative differences between the CDS and SUMER time series〈CDS-
SUM〉/〈CDS〉 (in %).

wave- Mar96–Aug96 (I) Sep96–Jun98 (II) Nov98–Feb01 (III)
length / nm individual facts. SUM factor 1.45

58.4 23± 5 28± 9 34± 5 30± 5
60.9 −13± 8 −12± 11 −19± 19 −23± 19
62.4 −7 ± 9 0± 16 −11± 11 −24± 11
63.0 – – −17± 19 −31± 19

the MgX lines and in the OV line the uncertainty of this average difference is rather large.
In the last column of Table 16.1 the relative differences as obtained using SUMER’s av-
erage post-recovery correction-factor (implemented in the SUMER SolarSoft programme
radiometry.pro) are given.

Note that apart from including one additional measurement (data of 26 February 2001)
we used an updated and improved calibration for CDS as well as for SUMER, and there-
fore the results differ from the earlier ones described inPauluhn et al.[2001], although
the data analysis is exactly the same. It is also noticeable that, using the new calibrations,
SUMER measures higher radiances in all lines apart from HeI. In the HeI line at 58.4 nm,
CDS measures 30 % higher radiances than SUMER. For the OV line at 63.0 nm only post-
recovery measurements were available within the intercalibration data set. All radiance
values of both instruments fall well within the range of their combined uncertainties.

16.4 Comparison of the Radiances of SUMER and CDS-
GIS

16.4.1 Long-term Comparison of the Averaged Radiances

Figure 16.5 displays the time series of all available radiances averaged over the rasters
made by the two instruments as part of the Intercal01 campaign. The vertical lines indi-
cate the time of the spacecraft loss-of-attitude. Figure 16.5a depicts all available averaged
radiances of the CDS-GIS and SUMER measurements, Figure 16.5b shows the quasi-
simultaneous averaged radiances. Whereas the SUMER data are available from March
1996, the earliest data of the CDS-GIS are from May 1996.

For the period before the SOHO accident the CDS-GIS measures (63± 10) % higher
radiances than SUMER (average relative differences). This offset changes slightly post-
recovery, when it reduces to approximately (54± 11) %. The average ratio of the GIS
to the SUMER average radiances amounts to 2.6± 0.9 before loss and 2.1± 0.7 after-
wards. The difference between the pre- and post-accident ratios can have various reasons.
Firstly, it can be a purely statistical effect (note the relative standard uncertainties of 35 %
in the weighted averages of the ratios), for instance induced by the selection of the data
points, that is, the sampling of the intercalibration measurements. Secondly, the SUMER
post-recovery correction factor at 77.0 nm (1.60) could be too high. Using the averaged
correction factor of 1.45, which is also employed inradiometry.pro the average post-
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(a) (b)

Figure 16.5: Spatially averaged radiances in NeVIII 77.0 nm measured with CDS (stars)
and SUMER (squares). The vertical lines indicate the date of the loss-of-contact with the
SOHO spacecraft. a) All available data. b) Simultaneous measurements of SUMER and
CDS. The red line shows the CDS data divided by a factor 2.6.

recovery ratio of GIS and SUMER is 2.4. Assuming that the GIS responsivity has not
changed due to the SOHO accident, a factor of 1.3 for the SUMER post-recovery cor-
rection would give a consistent offset for the GIS and SUMER measurements at 77.0 nm
before and after the SOHO loss-of-attitude. Another possibility for a different offset before
and after the loss-of-attitude would be a slight systematic change of the GIS responsivity
after loss-of-attitude, which is, due to the strong variability in this line, hard to detect. It is
rather probable that the result is influenced by a combination of these effects.

The large variability of the line intensity on short time-scales is clearly visible in the
time series. Even images registered shortly after each other (from twenty minutes to some
hours) show differences in their averages of up to 40 % in CDS-GIS, and up to 20 % in
SUMER. This difference in temporal variability is most likely due to the temporal and
spatial differences in the raster scanning of both instruments [Pauluhn et al., 2002]. Suc-
cessively restricting the SUMER image to smaller sizes showed that, for a SUMER image
size reduced by a factor of approximately 4.5, both variabilities are in close agreement.

16.4.2 Correlation of the Time Series

The correlation of the time series of the CDS-GIS and SUMER nearly simultaneously
measured averaged radiances in the NeVIII line amounts to 0.49 before the SOHO acci-
dent. Afterwards, it amounts to 0.65 if the last and temporally slightly isolated data of 26
February 2001 are omitted, and 0.53 if these last data are included. For the pre-accident
measurements, when SUMER provided raster-scans for the intercalibration, the correla-
tion increases substantially when reducing the SUMER area by a factor of 4 to 6, i.e.,
restricting the SUMER image to nearly GIS-size.

16.4.3 Revision of the GIS Radiometric Calibration

Revising the CDS-GIS responsivity to make GIS and SUMER intercalibration results
agree sufficiently within their combined uncertainties for the period before SOHO’s loss-
of-attitude means increasing the GIS responsivity at 77.0 nm by 2.6± 0.9. This is consis-
tent with the change of a factor 1.9 at 73.2 nm suggested inDel Zanna et al.[2001]. In fact,
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re-normalising their result to allow for the recent CDS responsivity correction (Version 3
to Version 4 of the CDS calibration), the factor becomes 2.2 [cf.,Lang et al., 2002].

Note that for both, CDS NIS-1 and GIS, the alignment of the laboratory calibration
source was difficult to establish and that a factor greater than suggested here was applied
to the NIS-1 responsivity [Brekke et al., 2000;Lang et al., 2002]. The increase of the GIS
efficiency thus gives consistent results noting that the relative standard uncertainty of the
GIS radiometric calibration (computed from the combined uncertainties of the GIS data
processing, burn-in, the weighted ratios, and the SUMER calibration) is then estimated to
be 40 % at 77.0 nm and (considering the uncertainty of the laboratory calibration for the
wavelength dependence) 45 % at other wavelengths.

16.4.4 Statistical Distribution of the Time series

The different resolutions, fields of view, and sampling techniques of both instruments
make it difficult to compare their performances directly. We therefore employ a statistical
approach and, after considering the average radiances, now investigate the distributions of
the intensity values measured by the two instruments. To study the temporal evolution of
the shape of the histograms of the radiances, we divided each data set into four subsets
of the radiances for four successive time periods (see Figure 16.6). For better compari-
son of the results from the two instruments, we also rescaled the histograms by dividing
all radiance values by the corresponding mean radiances. Although the sample sizes are
much smaller for the GIS data, apart from the expected resolution-induced differences (see
Pauluhn et al.[2000] and below), the distributions agree relatively well.

The best fits to the radiance histograms are lognormal functions. Withx being the ra-
diance,µ the mean,σ the standard deviation defining a widthw asw =

√
2σ , andN0

a normalization or strength factor, a lognormal distribution is characterized by a proba-

bility densityρ(x) = N0
x exp(− (ln(x)−µ)2

2σ 2 ). The GIS histograms tend to be narrower and
more peaked, which may be related to the lower spatial-resolution of the GIS. Next we
test whether this assumption is correct. For this purpose we derive a relation between the
spatial resolution of an intensity image and the parameters of the lognormal fits by suc-
cessively reducing the SUMER resolution (by binning in both spatial directions). For this
purpose, we restricted ourselves to SUMER raster images, in order to start from the nom-
inal resolution of around 1′′. The SUMER scans used were mainly taken from June to
August 1996 (10 scans) and one scan from November 1999. The changes of the width and
peak height of the lognormal fit functions with resolution of the SUMER data are shown
in Figure 16.7. The dashed line shows a least-squares fit to the curve, and the dotted lines
give the uncertainty margin. The CDS-GIS images selected for the comparison were taken
in the periods from June 1996 to the end of 1997 and files from October to December
1999 (to have better statistics). All in all, the 53 CDS files, of 8×8 pixels, do not reach the
sample statistics of SUMER with 11 files of 80×300 pixels. The lognormal parameters de-
duced from the CDS-GIS (with a spatial resolution about 20 times coarser than SUMER’s)
have been included as diamonds in Figure 16.7. They fall well within the expected range.
Hence, differences between the distributions obtained from the two instruments are mainly
due to differences in spatial resolution.



244 16. INTERCALIBRATION OF CDS AND SUMER

CDS
SUMER

Figure 16.6: Histograms, computed as relative frequencies, of all SUMER and CDS-GIS
radiance values for four different time periods (given at the top of each frame), normalized
and scaled to a mean value of 1.0 for better comparison.

16.5 Summary and Conclusions

The intercalibration between CDS and SUMER is re-assessed, using the most recent
available instrument calibrations. The earlier results regarding the stability of the CDS and
SUMER instruments, even after loss and recovery of the spacecraft, are confirmed. How-
ever, some relatively large discrepancies could be reduced, and for SUMER and CDS NIS,
the radiance values lie within the range of their combined uncertainties. In the HeI line at
58.4 nm, the CDS instrument measures on average 30 % higher values than SUMER. In
all the other lines studied, SUMER measured radiances which are higher than those given
by CDS.

SUMER and CDS GIS can be compared in the NeVIII line at 77.0 nm, which CDS
measures on the GIS-4 detector. The average ratio of GIS-4 to SUMER radiances is 2.6
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Figure 16.7: Variation of the parameters of the lognormal distribution with the SUMER
resolution. Shown are also a least-squares fit to the data and the uncertainty margins. The
corresponding parameters of the CDS-GIS distribution are indicated by the diamonds. In
order to start with SUMER’s full resolution, this comparison only used a subset of SUMER
and CDS data: those in which SUMER was scanning.

for the data before loss-of-attitude and 2.1 afterwards. A corresponding change in CDS-
GIS responsivity is suggested inPauluhn et al.[2002].

In general, the radiometric, in-orbit comparison shows that the ratio between the re-
sponsivities of the two instruments remained constant with time until the SOHO accident.
It has to be noted that the post-recovery radiance values are affected by larger uncertainties
than those in the initial comparison, and that this period of the comparison is also subject to
increased solar activity. Variations in solar radiance (due to long-term changes in the solar
output or to residual solar activity in what were thought, at the time of the observations,
to be quiet solar regions) clearly dominate over instrumental changes. The degradations
in responsivity, which have plagued earlier solar space-telescopes after exposure to solar
irradiation in space, are still absent from these two instruments on the SOHO mission after
nearly five years in space.

Even after the loss and recovery of the spacecraft, when the instruments had been
exposed to extreme temperature conditions, the radiometric calibration of both instruments
could be maintained, although with a higher uncertainty.
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This paper describes comparisons among white light polarized radiances (pB) as mea-
sured by the Ultraviolet Coronagraph Spectrometer White Light Channel (UVCS/WLC),
the Large Angle and Spectrometric Coronagraph Experiment C2 instrument (LASCO-
C2) and the Spartan 201 White Light Coronagraph (Spartan 201/WLC). UVCS/WLC and
LASCO-C2 are generally in agreement, although there are some systematic trends and
discrepancies that still require explanation. UVCS/WLC and Spartan 201/WLC agree to
within the measurement uncertainties. Spartan 201/WLC and LASCO-C2 are not directly
compared to each other in this paper.

17.1 Introduction

The UVCS White Light Channel (UVCS/WLC;Kohl et al. [1995]), the Large Angle
and Spectrometric Coronagraph Experiment C2 instrument (LASCO-C2;Brueckner et al.
[1995]), and the Spartan 201 White Light Coronagraph (Spartan 201/WLC;Fisher and
Guhathakurta[1994]) all measure the polarized radiance (pB) of the solar corona. In this
paper we present a systematic comparison of their pB measurements. A paper that de-
scribes the calibration of Spartan 201/WLC and a direct inter-comparison of LASCO-C2
and the Spartan 201/WLC is in preparation [T.A. Kucera, personal communication, 2002].

Although the UVCS/WLC calibration is still in progress, for the purposes of this paper
we adopt the in-flight calibration that is described inRomoli et al.[2002], which also gives
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a brief summary of the UVCS/WLC and its characteristics. A description of the LASCO-
C2 calibration is in preparation [R.A. Howard, personal communication, 2002].

17.2 Observations

We present two types of comparisons of UVCS/WLC and LASCO-C2. The first type
is based on special observations that were designed specifically for the purpose of inter-
calibration. The second type of comparison is based on synoptic observations, which are
part of the daily observation program of both UVCS and LASCO. The UVCS synop-
tic program is described byPanasyuk[1999]. The UVCS/WLC to LASCO-C2 compar-
isons based on special observations were made at a larger range of heights, have better
spatial co-registration (at least in the cases when the starρ Leo was used as a pointing
marker, see below), have smaller time differences between the UVCS/WLC and LASCO-
C2 exposures, and allow more time for the UVCS mirror mechanism to settle (see below).
However, the comparison based on synoptic observations is valuable because it has many
more data points (about 17 000 UVCS/WLC pBs), which have been taken in the same
systematic way throughout the mission. Unlike the special observations, the UVCS/WLC
synoptic data set includes observations of coronal holes. We also present a comparison of
UVCS/WLC and Spartan 201/WLC, which required special observations on the part of
UVCS.

The special observations for the UVCS/WLC to LASCO-C2 comparisons were taken
in August and September 1996, during theρ-Leo solar crossings of August 1999 and
2000, and in early April 2000. The special observations for the UVCS/WLC to Spartan
comparison were taken during the STS-95 John Glenn shuttle mission in early November
1998. The observations used for synoptic comparisons come from the years 1996 through
2000.

All of the LASCO-C2 data used for the comparisons presented here were multiplied
by 0.8 in order to renormalize them to Sun-center radiance (as opposed to mean-Sun). This
operation was not required for the Spartan 201 data because they were already normalized
to the Sun-center value.

Any externally occulted coronagraph is subject to vignetting, that is, the effective aper-
ture of the instrument is a function of position in the field of view. Since the UVCS/WLC
instrument has a linear occulter and the optics are believed to be uniform, the vignetting
function is proportional to the exposed mirror area (h mwm(r ) in Romoli et al.[2002]).
LASCO-C2 and Spartan 201 have circular occulters and their vignetting functions are
much more complicated.

The LASCO-C2 vignetting function is derived from laboratory measurements and
from observing the irradiances of stars passing through the field of view. The vignetting
function is 1.0 at the edge of the field (about 6R�), and approaches 0.0 near 2.3R�.
From 2.5 to 4.0R� the vignetting function goes from 0.1 to 0.45 [D. Wang, personal
communication, 2001].

All of the UVCS/WLC pB values were corrected for stray light, as described inRomoli
et al. [2002]. The stray light correction is not necessarily just a matter of subtracting a
background because the background may benegative. The coronal pB (in the appropriate
coordinate system) is equal to theQ-component of the Stokes vector and is positive. The
Q-component of the stray light signal may be positive or negative. The analysis ofRomoli
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et al. [2002] shows that for the UVCS/WLC, the stray light contribution toQ is positive
and table 4 inRomoli et al.[2002] gives the values that must be subtracted.

Since the UVCS/WLC selects different position angles in the corona by rotating about
an axis, the occulting geometry and instrumental stray light are nearly independent of
position angle. There is a slight variation of the occulting geometry due to the fact that the
roll ring is not perfectly circular [Frazin, 2002]. This causes pointing changes on the order
of 15′′, which have been taken into account in the UVCS Data Analysis Software (DAS).
This pointing correction was included in the inter-comparison work presented here.

The roll offset described above changes the alignment between the occulting system
and the Sun. Both the observations taken in the spring of 2000, in which the pointing stages
were used to compensate for the roll offset, and the stray light analysis used inRomoli et
al. [2002] show that these small variations do not affect the stray light correction.

All of the UVCS/WLC pB measurements, both special and synoptic, have been cor-
rected for a mirror mechanism nonlinearity and an electronic mirror-grating cross-talk
effect, both of which affect the pointing. The mirror-grating cross-talk effect has been
discussed in detail byFineschi et al.[1997]. The calibration of the mirror mechanism non-
linearity was done with UV observations of the starρ Leo [Frazin, 2002]. This calibra-
tion accounted for the SOHO-Earth parallax, which is necessary because the SOHO-Earth
vector affects the position of the star relative to the Sun. Such pointing considerations are
important because the UVCS/WLC is a 1-pixel instrument with a projected image of 14′′

by 14′′. The UVCS pointing analysis shows that the position of the WLC pixel can be
located within a standard uncertainty of 20′′.

The UVCS special observations taken during theρ-Leo solar crossings of 1999 and
2000 did not rely on the pointing analysis because they used the star as a pointing marker
(in fact, these observations are the basis of the UVCS pointing analysis). In these cases
the pointing of the UVCS instrument was determined from the star’s UV signature in the
O VI channel, the alignment of which to the WLC is known. The UVCS/WLC was not
pointed at the star; it made measurements of the corona. The UVCS/WLC radiometric
measurements ofρ Leo described inRomoli et al.[2002] come from a separate set of
observations.

The UVCS mirror mechanism has a temperature sensitivity that can affect the pointing.
About an hour is required for the mechanism to reach equilibrium. This effect sometimes
manifests after large changes in the roll angle, which can cause a rearrangement of the
temperature gradients in the instrument. Care has been taken to ensure that this effect
does not have any important consequences for pB measurement. Exposures taken at the
three rotation angles of the half-wave retarder plate (HWRP) must measure the emission
from the same spatial location of the corona. Since the UVCS special observations, except
for those used in the Spartan 201 comparison, involved spending enough time at one roll
angle for the mechanism to settle, the mechanism settling causes no problems. Most of
the UVCS/WLC special observations used for the Spartan 201 comparison also allowed
sufficient time to reach equilibrium. Those with short exposure times (60 s, 180 s per
pB cycle) sometimes allowed less time for settling. All of the measurements taken with
short exposures show very little evidence of problems associated with mechanism settling
(which manifests as jitter in time series plots). Thus, we do not expect any effects due to
settling in these data.

The original synoptic observation plan was designed before the mirror settling problem
was discovered. The synoptic plan was changed in March 1999 to address this concern.
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The new synoptic plan has a shorter pB sequence (i.e., a set of exposures using three
HWRP orientations) and takes several sequences at each height. Comparisons of the pB
values from the old and new synoptic plans show no differences for heights above 2.0R�.
Furthermore, comparisons of the pBs from the old synoptic sequences to observations at
the same height and roll angle with sufficient settling time show no clear differences, either.
Analysis has shown that the settling time for the pB sequences in the original synoptic plan
was short enough to eliminate the settling problem.

The comparisons presented here suffer, by varying degrees, from a lack of temporal
co-registration between observations of the instruments involved. The corona varies on
all temporal scales [e.g.,Solanki, 2002] and it is difficult to characterize this variation.
There is no doubt that some of the scatter in the comparison plots is due to a lack of si-
multaneity. The UVCS/WLC to LASCO-C2 comparisons based on synoptic observations
are simultaneous to within 12 hours or less; the data with larger time differences were
not used. The UVCS/WLC to LASCO-C2 comparisons of special observations have much
better temporal co-registration due to efforts made to coordinate LASCO-C2 and UVCS.
These efforts involved taking extra pB sequences on the part of LASCO-C2. For the 1996
comparison, the time differences are 5 hours or less. For the 1999ρ-Leo passage, three of
the data points (i.e., sets of joint pB observations at common spatial locations and times)
have time differences of about 2, 2, and 3 hours. The other 8 have differences of about an
hour or less. For the 2000ρ-Leo comparison, two of the data points have time differences
of about 11 and 7 hours. The other five have time differences of 3 hours or less. For the
Spring 2000 comparison, efforts were made to take LASCO-C2 pB sequences both before
and after the UVCS/WLC pB sequences, “sandwiching” the UVCS/WLC pBs within a
2 hour time span. This was successful for 7 of the 8 data points. In the other case, there
is a LASCO-C2 observation about 3 hours before the UVCS/WLC pB and another about
24 hours later. For the UVCS/WLC to Spartan comparison, the time differences vary be-
tween 14 and 0 hours, with 6 (the squares in Figure 17.6) of the 19 data points having time
differences of 2 hours or less.

17.3 Uncertainty Analyses

Below we present four types of measured quantities. These are UVCS/WLC pBs,
LASCO-C2 pBs, ratios of (UVCS/WLC pB)/(LASCO-C2 pB), and ratios of (UVCS/WLC
pB)/(Spartan 201 pB). In this section we quantify the uncertainties in each. All uncertain-
ties are treated statistically as random sign errors and stated for approximately the standard
uncertainty level (i.e., 68 % confidence).

17.3.1 UVCS/WLC pB Uncertainty

A major contributor to the uncertainty in UVCS/WLC pBs is the 7 % radiometric
uncertainty in the in-flight calibration, described inRomoli et al.[2002]. The accuracy of
the polarimetry has also been discussed there and we associate no significant uncertainty
with this aspect of the measurement.

Correcting for stray light introduces uncertainty into the UVCS/WLC pB measure-
ments. The fractional uncertainty is given byδQs/(Qm − Qs), whereQm is the measured
pB before stray light correction,Qs is the value of the stray light correction that needs to
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be subtracted, andδQs is the uncertainty in the stray light correction. The values ofQ s

andδQs as a function of radius are given in table 4 inRomoli et al.[2002]. For both the
UVCS/WLC to LASCO-C2 and the UVCS/WLC to Spartan comparisons based on special
observations (i.e., those shown in Figures 17.1 and 17.6), this uncertainty was calculated
individually for each data point and is reflected in the error bars. However, in order to give
the reader an understanding of the size of these corrections, we take the time to discuss
some averages.

Above 2 R�, the mean ofδQs/Qs from table 4 inRomoli et al.[2002] is 0.57 and
the standard deviation is 0.13. The median ofQs/(Qm − Qs) for the UVCS/WLC data
used in Figure 17.1 (which contains 30 data points) is 0.13; the mean is 0.19, and the
standard deviation is 0.15. By multiplying〈δQs/Qs〉 (〈 〉 indicates that the mean is to be
taken) by the median of theQs/(Qm − Qs) distribution, we get a measure of the size
of the uncertainty in the UVCS/WLC correction. Thus, we have 0.57 × 0.13 ≈ 0.07,
and the median relative standard uncertainty is about 7 %. The uncertainty due to the
UVCS/WLC stray light correction in observations used for the UVCS/WLC to Spartan
comparison is highly variable. The maximum value of 0.57× Q s/(Qm − Qs) (recalling
that< δQs/Qs >= 0.57, as discussed above) is 0.76 (the next highest are 0.35 and 0.21),
the minimum is 0.01, the median is 0.04, the mean is 0.12, and the standard deviation is
0.19. Thus, we take the median relative standard uncertainty due to instrument stray light
for the UVCS/WLC to Spartan pB comparison to be 4 %.

The uncertainty due to the stray light correction was similarly calculated for the synop-
tic observations. At position angles of 0◦ and 180◦ at 2.6R� the average relative standard
uncertainty due to the stray light correction is 6 % and the standard deviation is 1 %. At
position angles of 90◦ and 270◦ at 2.7R� the average relative standard uncertainty is 2 %
and the standard deviation is 1 %, and at 3.0 R� the average is 5 % and the standard
deviation is 2 %.

The uncertainty in the UVCS/WLC vignetting is determined by the standard uncer-
tainty in the location of the internal occulter, which is 0.1 mm. At the lowest height used
in this paper, about 1.6R�, the exposed mirror width is about 1.6 mm, giving a relative
standard uncertainty of 6.25 %. At 2.1R�, the exposed mirror width is about 5.6 mm,
giving a relative standard uncertainty of 1.8 %, and it is even smaller at larger heights.
The 1.6R� measurement is only used for the Spartan 201 comparison, and 6 % is neg-
ligible compared to the 20 % Spartan 201 radiometric relative standard uncertainty. We
have shown that it is negligible compared to other uncertainties and we will not consider
it further.

This analysis is summarized in Table 17.1.

17.3.2 LASCO-C2 pB Uncertainty

The LASCO-C2 radiometric calibration is based on measurements of stars that drift
through the field of view. The residuals have a standard deviation of about 3 %, and we
take this to be the radiometric relative standard uncertainty. The LASCO-C2 CCD flat-
field has been determined by closing the door in front of the telescope and taking images
of the door diffuser. The result is that the flat-field is uniform to within 2 % [D. Wang,
personal communication, 2001].

The amount of polarized stray light in LASCO-C2 is difficult to determine and work
in this area is still in progress. However, since the C2 and C3 coronagraphs agree in their
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Table 17.1: Summary of relative standard uncertainties in UVCS/WLC pB measurements.
Angles refer to the position angle which is measured counter-clockwise from the projec-
tion of solar north.

source resulting uncertainty in pB
radiometry 7 %
stray light (special obs., LASCO-C2 comparison (2.4 – 5.0R�), median) 7 %
stray light (special obs., Spartan comparison (1.7 – 4.3R�), median) 4 %
stray light (synoptic obs., 0◦ and180◦, 2.6R�, mean) 6 %
stray light (synoptic obs., 90◦ and270◦, 2.7R�, mean) 2 %
stray light (synoptic obs., 90◦ and270◦, 3.0R�, mean) 5 %
quadrature sum (special obs., LASCO-C2 comparison (2.4 - 5.0R�), median) 10 %
quadrature sum (special obs., Spartan comparison (1.7 - 4.3R�), median) 8 %
quadrature sum (synoptic obs., 0◦ and180◦, 2.6R�, mean) 9 %
quadrature sum (synoptic obs., 90◦ and270◦, 2.7R�, mean) 7 %
quadrature sum (synoptic obs., 90◦ and270◦, 3.0R�, mean) 9 %

Table 17.2: Summary of relative standard uncertainties in LASCO-C2 pB measurements.

source resulting uncertainty in pB
radiometry 3 %
flat-field 2 %
vignetting (above 2.9R�) 8 %
vignetting (below 2.9R�) 30 %
quadrature sum (above 2.9R�) 9 %
quadrature sum (below 2.9R�) 30 %

overlap region (above 4R�), in both coronal holes and streamers, and C3 has a much larger
occulting disk, it may be that C2 stray light is not a significant issue for the comparisons
reported here.

The accuracy of the LASCO-C2 vignetting function has been tested by watching the
starρ Leo pass through the field of view. The corrected irradiance of the star is flat to about
8 % from 2.9 to 6R�. Inside of 2.9R� the vignetting function needs improvement, with
the star 30 % dimmer than expected at the edge of the occulter near 2.5 solar radii. Since
the star track is just one line through the field of view the problem of correcting the entire
field of view remains [D. Wang, personal communication, 2001].

For lack of a better procedure, we assign an 8 % vignetting relative standard uncertainty
to the LASCO-C2 pBs above 2.9R�, and 30 % below.

This analysis is summarized in Table 17.2.

17.3.3 UVCS/WLC to LASCO-C2 pB Ratio Uncertainty

The uncertainty in the UVCS/WLC to LASCO-C2 pB ratio is a combination of the
uncertainties described in the previous two sections plus additional uncertainties due to
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Table 17.3: Summary of relative standard uncertainties in the UVCS/WLC to LASCO-C2
pB ratios. Angles refer to the position angle which is measured counter-clockwise from the
projection of solar north. No uncertainty due to temporal co-registration has been included
in the quadrature sums (see text).

source resulting uncertainty in pB
UVCS/WLC radiometry 7 %
UVCS/WLC stray light (special obs., LASCO-C2 comparison (2.4 – 5.0R�), median) 7 %
UVCS/WLC stray light (synoptic obs., 0◦ and180◦, 2.6 R�, mean) 6 %
UVCS/WLC stray light (synoptic obs., 90◦ and270◦, 2.7 R�, mean) 2 %
UVCS/WLC stray light (synoptic obs., 90◦ and270◦, 3.0 R�, mean) 5 %
LASCO-C2 radiometry 3 %
LASCO-C2 flat-field 2 %
LASCO-C2 vignetting (above 2.9R�) 8 %
LASCO-C2 vignetting (below 2.9R�) 30 %
spatial co-registration 5.5 %
quadrature sum (below 2.9R�) 32 %
quadrature sum (above 2.9R�, non-coronal hole) 15 %

inaccurate spatial and temporal co-registration. Since we have no way to estimate the un-
certainty due to inaccurate temporal co-registration, we do not attempt to do so. There is
no doubt that some of the scatter in the UVCS/WLC to LASCO-C2 pB ratio plots is due
to a lack of simultaneity, however this should not produce any systematic trends.

The uncertainty due to inexact spatial co-registration is more readily analyzed. The
LASCO-C2 pixel position standard uncertainty is on the order of 10′′ and the standard
uncertainty in the UVCS pointing analysis is about 20′′. In order to evaluate the impor-
tance of this pointing uncertainty we found the LASCO-C2 pB pixel that matched our best
determination of the position of the UVCS/WLC and looked at the values in the surround-
ing 1′ by 1′ (3 pixel by 3 pixel) box of the LASCO-C2 pB image. We took the standard
deviation of these 9 pB values divided by their mean value as the relative standard uncer-
tainty due to co-registration. We repeated this procedure 10 times at heights ranging from
2.6 to 4.0R�. The mean of the 10 values is 0.055 and the standard deviation is 0.0285
due to co-registration; thus we take the relative standard uncertainty in the UVCS/WLC to
LASCO-C2 pB ratio to be(5.5± 2.9)%.

This analysis is summarized in Table 17.3.

17.3.4 UVCS/WLC to Spartan 201 pB Ratio Uncertainty

The Spartan 201 relative standard uncertainty in radiometry is reported to be 20 %
[T.A. Kucera, personal communication, 2002], and this dominates the uncertainty in the
comparison to UVCS/WLC. The Spartan 201 stray light uncertainty is still in progress,
but 10 % is probably an upper limit because the dynamic range of the Spartan 201 pB data
used to produce Figure 17.6 is about 10 at 1.7R�. Since the Spartan 201 images can be
co-registered with those of LASCO-C2 to a high degree of accuracy, we use the spatial
co-registration relative standard uncertainty of 5.5 % given in the previous section. Since
we have no way to estimate the uncertainty due to inaccurate temporal co-registration, we
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Figure 17.1: Four comparisons of the UVCS/WLC to LASCO-C2 pB ratio. See text for
details.

do not attempt to do so. There is no doubt that some of the scatter in Figure 17.6 is due to a
lack of simultaneity, however this should not produce any systematic trends. This analysis
is summarized in Table 17.4.

17.4 Results

17.4.1 UVCS/WLC and LASCO-C2: Special Observations

Figure 17.1 shows the results of the UVCS/WLC and LASCO-C2 comparison based
on special observations. It consists of four different data sets. The error bars represent the
17 % and 33 % relative standard uncertainties from Table 17.3. The four different data sets
depicted in Figure 17.1 are as follows:

1. The black circles represent data taken on 20 August and 1 September 1996. The
ratios range from about 0.65 to 1.2.
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Figure 17.2: Scatter plot corresponding to the four comparisons in Figure 17.1. The error
bars shown are representative of the sample. An uncertainty analysis is given in the text.
Several outliers from Figure 17.1 are not shown here.

2. The blue pentagrams represent data taken at the time of theρ-Leo crossing in August
1999.ρ Leo was used as a pointing marker to aid in co-registration. Except for three
outliers, the ratio is between 0.65 and 0.85.

3. The red asterisks represent data taken during theρ-Leo crossing in August and
September 2000. Again,ρ Leo was used as a pointing marker. Except for one out-
lier, the ratios vary from about 0.85 to 1.1, and are all larger than the 1999ρ-Leo
ratios.

4. The green squares represent data taken in April 2000 at 4.15R� (spread out for
display). These ratios cluster around 0.7 and vary from about 0.55 to 0.8.

The median of all the ratios in Figure 17.1 is 0.79, the mean is 0.84 and the standard
deviation is 0.25.

Figure 17.2 is a plot of LASCO-C2 pB versus UVCS/WLC pB corresponding to the
data points in Figure 17.1, except that three of the 34 points are missing. These three points
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Table 17.4: Summary of relative standard uncertainties in the UVCS/WLC to Spartan 201
pB ratios. No uncertainty in temporal co-registration has been included in the quadrature
sum (see text).

source resulting uncertainty in pB ratio
UVCS/WLC radiometry 7 %
UVCS/WLC stray light (median) 4 %
Spartan 201 radiometry 20 %
spatial co-registration 5.5 %
quadrature sum (median) 22 %

Figure 17.3: Scatter plot for all synoptic data. The LASCO-C2 pB is plotted on thex-axis
and the UVCS/WLC pB is plotted on they-axis. Different colors are used for data taken
at different heights. The asterisks represent the median of the distribution.

are the outliers in Figure 17.1 and have not been included in order to have a smaller scale
of the display. Error bars are only given for one of the data points. The relative standard
uncertainties in both the UVCS/WLC and LASCO-C2 measurements are representative of
the sample. For more details on the uncertainties see Section 17.3.
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Figure 17.4: Time behavior plots of the coronal hole pBs, taken at position angles of 0◦

and 180◦ and at a height of 2.6R�. The top panel shows the pB ratio (UVCS/WLC to
LASCO-C2), the middle panel shows the LASCO-C2 pBs, and the bottom panel shows
the UVCS/WLC pBs. The orange triangles and blue crosses represent position angles of 0◦

and 180◦, respectively. Note the systematic difference between the north and south coronal
hole pBs as seen by LASCO-C2.
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Figure 17.5: Time behavior plots of the equatorial pBs, taken at position angles of 90◦ and
270◦ and at a height of 3.0R�. The top panel shows the pB ratio (UVCS/WLC to LASCO-
C2) and the bottom panel shows the individual UVCS/WLC and LASCO-C2 pBs.

17.4.2 UVCS/WLC and LASCO-C2: Synoptic Observations

Figure 17.3 is a plot of LASCO-C2 pB versus UVCS/WLC pB for the selected syn-
optic data. The asterisks represent the median of the distribution. As the figure shows, the
median value of the UVCS/WLC to LASCO-C2 pB ratio decreases with signal strength.

Figures 17.4 and 17.5 illustrate the time behavior of LASCO-C2 and UVCS/WLC pB
measurements. Figure 17.4 shows that the UVCS/WLC measurements in both the north
and south coronal holes are more constant in time than the LASCO-C2 measurements. It
is also interesting and puzzling to note that while the UVCS/WLC pB measurements in
the north and south coronal holes are about equal, the LASCO-C2 measurements show a
clear and systematic difference. Figure 17.5 is a similar plot, but made for the equatorial
regions. There is not much evidence of any difference in the pB ratio above the east and
west limbs.

17.4.3 UVCS/WLC and Spartan 201: Special Observations

Figure 17.6 shows the ratio of the UVCS/WLC pB to that of Spartan 201 during the
STS-95 John Glenn Space Shuttle mission in November 1998. These data points show a ra-



17.5. Discussion 261

1.5 2.0 2.5 3.0 3.5 4.0 4.5
radius (Rsun)

0.0

0.5

1.0

1.5
([

U
V

C
S

 p
B

]/[
S

pa
rt

an
 p

B
])

Figure 17.6: Ratio of the UVCS/WLC to the Spartan 201 White Light Coronagraph pBs
for observations taken during the STS-95 John Glenn shuttle mission in November 1998.
The data points represented by the squares have a stronger signal and better simultaneity
than those represented by the asterisks.

tio of about 0.8 at most heights. The data points with larger ratios (some of the asterisks),
have poor simultaneity and weaker signals. The squares have much better simultaneity,
larger signals and less UVCS/WLC stray light uncertainty. The median of the ratios de-
noted by the asterisks is 0.81, the mean is 0.83 and the standard deviation is 0.13. The
median of the ratios denoted by the squares is 0.85, the mean is 0.76 and the standard
deviation is 0.10.

17.5 Discussion

As was mentioned above, the median of all the ratios in Figure 17.1 is 0.79, the mean
is 0.83 and the standard deviation is 0.25. The median relative standard uncertainty in the
individual ratios is 33 % for heights below 2.9R� and 15 % for heights above 2.9R� (see
Table 17.3). The difference of the mean pB values of the UVCS/WLC and LASCO-C2
when approximately co-registered is about 20 %. This difference can be explained by the
described sources of uncertainty.

The asterisks in Figure 17.3 mark the median of the scatter distribution, and they show
that the median value of the UVCS/WLC to LASCO-C2 pB ratio decreases with signal
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strength. The low ratios at high pB (typically found at low heights) could be explained
by a systematic shift introduced by errors in the LASCO-C2 vignetting function at low
heights where the correction is large. The high ratio at low pB (typically found at large
heights) could be explained by incorrect stray light subtraction on the part of either or
both instruments, or by the radiometric uncertainty being exceeded by the LASCO-C2
vignetting correction at low heights.

Figure 17.4 shows another curious trend: LASCO-C2 sees a difference in the coronal
polarized radiance between the north and south coronal holes but UVCS/WLC does not. It
is very difficult to explain this behavior in terms of the UVCS/WLC instrument, since it is
a single pixel instrument that rotates about an axis to look at different position angles. This
design makes the UVCS/WLC occulting geometry and stray light properties independent
of position angle, as is described in Section 17.2.

Two possibilities that might explain the difference in polar pB values come to mind:

• LASCO-C2 has more polarized stray light in the north than in the south near 2.6R�,
which was the only height at positions angles of 0◦ and 180◦ used for this compari-
son.

• The C2 vignetting function, which can be a function of position angle as well as
radius [Brueckner et al., 1995], is in fact different for position angles of 0◦ and 180◦

at 2.6R�, and different from the current calibration values.

Of the two possibilities considered, the second is not unlikely because the vignetting cor-
rection is quite large for 2.6R�.

Figure 17.6 shows that the UVCS/WLC pBs are generally in agreement with those of
Spartan 201, within the uncertainties. The median of all of the ratios in the figure is 0.81.
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Regular observations ofα Leo have been performed by SUMER in order to track re-
sponsivity variations in the 95 nm to 160 nm range. Degradation in responsivity ranging
from about 2 % to 5 % at 150 nm and 20 % at 100 nm have been demonstrated for the
SUMER optical paths using both A and B detectors between 1996 and 1999. Later, be-
tween 1999 and 2001, with the optical path using the A detector, the 100 nm responsivity
loss is about 20 %, while that at 150 nm is insignificant.

18.1 Introduction

Reference stars have for several decades been used for in-flight stellar radiance ca-
libration of space instrumentation, for example the Orbiting Astronomical Observatory
(OAO-2) [Bless et al., 1976], the International Ultraviolet Explorer (IUE) [Bohlin et al.,
1980;Nichols and Linsky, 1996] and the Hubble Space Telescope (HST) [Bohlin et al.,
1990;Bohlin, 1996]. Recently the in-flight irradiance calibration of the solar instrumenta-
tion SOLSTICE on the Upper Atmosphere Research Satellite (UARS) was also performed
using a set of reference stars [Woods et al., 1993].

The selected stars must be inside the field of view of the instrument and provide enough
signal to be well above the possible instrumental scattered light resulting from the nearby
solar radiation. While these two conditions are easy to fulfill for a large set of stars with
the 4◦×4◦ SOLSTICE field of view, which can be selected anywhere in the entire celestial
sphere, or with the 10◦ × 10◦ UVCS field of view centered on the Sun (see the paper in
this volume,Gardner et al.[2002]), only very few stars are bright enough to be used in the
1◦ × 1◦ Sun-centered SUMER field of view [Wilhelm et al., 1995].

Among the stars used by the three experimentsα Leo is a very bright B7 V star in
the vicinity of the ecliptic plane that was nearly aligned with the Sun on 23 August 1999,
within the SUMER/SOHO field of view. From nearly 30 years of observations, theα-Leo
flux is stable in the visible and in the FUV down to 120 nm, see, e.g., observations of the
TD-1 satellite [Jamar et al., 1976], OAO-2 [Code and Meade, 1979] and the Astronomical
Netherlands Satellite (ANS) [Wesselius et al., 1982]. In SUMER, theα-Leo star flux is
used as the absolute in-flight reference in the 120 nm to 160 nm range. The stability of the
α-Leo flux, used in this paper, also provides a good reference for the long-term evolution
of the SUMER responsivity in the 95 nm to 160 nm wavelength range and a reference to
compare the relative photometric responsivity of the two SUMER optical paths, using A
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and B detectors, in the same spectral range. Hereafter the SUMER common optical paths
(the telescope, the collimator and the scan mirrors, and the grating [Wilhelm et al., 1995])
with A and B detectors will be referred to as A and B channels, respectively.

After a short description of the star observations, we report and discuss the results
obtained on the responsivity variation of SUMER since the launch, and the responsivity
ratio between the two detectors in the 95 nm to 160 nm wavelength range.

18.2 Star Observations

The description of the SUMER spectrometer is given inWilhelm et al.[1995]. On 23
August 1999 the starα Leo crossed the solar meridian at about +1700′′ from disk-centre.
In 1996, the star was drifting across the 4′′×300′′ and the whole detector A spectral image
(1024 pixel or about 4.4 nm) was binned by 20 pixels (0.086 nm) and sent through the
telemetry in few selected wavelength positions. In 1997 with detector B, in 1999 with
detector A and B, and 2001 with detector A, the star was drifting across a 300′′ diameter
hole and, during the drift, a wavelength scan of the entire 95 nm to 160 nm wavelength
range was performed. This hole was used during ground tests, it is aligned with, and on
the same support as, the 4′′×300′′, 1′′×300′′ and 0.3′′×300′′ slits.

The main correction applied to the data is the subtraction of the scattered light given
by the telescope mirror fully illuminated by the Sun. The star trace on the detector is a line
along the spectral direction that can be easily corrected for the scattered light measured
on each side along the spatial direction. Knowing the drift rate of the star across the 300′′

spectrometer entrance hole, its location is defined, the incidence angle on the grating is
slightly modified and the corresponding wavelength offset can be computed and corrected
for each exposure.

Table 18.1: Days during which high voltage was applied to A or B detectors.

A detector B detector
period / d on / d duty cycle / % on / d duty cycle / %
1996-01-22 to 1996-09-24 (248) 243 98.0 2 0.8
1996-09-24 to 1996-12-31 ( 99) 0 0.0 87 87.9
1997-01-01 to 1997-08-31 (243) 1 0.4 211 86.8
1997-09-01 to 1997-12-31 (122) 0 0.0 61 50.0
1998-01-01 to 1998-06-22 (173) 2 1.1 60 34.7
attitude loss
1998-10-05 to 1998-12-31 ( 88) 2 2.3 23 26.1
1999-01-01 to 1999-08-31 (243) 24 9.9 104 42.8
1999-09-01 to 1999-12-31 (122) 36 29.5 0 0.0
2000-01-01 to 2000-08-31 (244) 48 19.7 2 0.8
2000-09-01 to 2000-12-31 (122) 77 63.1 2 1.6
2001-01-01 to 2001-08-31 (243) 70 28.8 0 0.0
Total................................ (1947) 503 25.8 550 28.2
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Figure 18.1: Responsivity variation of the B channel between 1997 and 1999 established
fromα-Leo observations on 23 August 1999. The standard uncertainties (1-σ ) are plotted.

18.3 Responsivity Variation

The A detector was mainly used from the beginning of SUMER operations, from 22
January 1996 to 24 September 1996 (B was on briefly in January 1996). From 24 Septem-
ber to August 1999 the B detector was selected (except for a few tests on A). Detector A
has currently been the only one in use, see Table 18.1.

18.3.1 Responsivity Variation of the B Channel

Fromα-Leo observations made with the B channel in 1997 and in 1999 (before and
after the 1998 SOHO attitude loss), the measured responsivity variation is displayed on
Figure 18.1.

The relative standard uncertainties noted in this figure and in the following are deduced
from the detector count statistics averaged over about 1 nm, with a correction from the
scattered light contribution. A small systematic relative uncertainty of about 5 % might
possibly be due to a shift of the pulse height distribution of the detector resulting from a
low high-voltage applied on the microchannel plate (MCP).

18.3.2 Responsivity Variation of the A Channel

Similar observations done with the A channel show the responsivity variations between
the 1999 and 2001 observations, and the 1996 and 2001 observations (see Figure 18.2).

From Figure 18.1 and Figure 18.2 it appears that:

• A significant loss of responsivity occurred between 1999 and 1997; the loss is
greater at shorter wavelengths than at long wavelengths.
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Figure 18.2: Responsivity variation of the A channel between 2001, 1999 and 1996 estab-
lished fromα-Leo observations on 23 August 1999. The standard uncertainties are plotted.

• The short wavelength range is still loosing responsivity between 1999 and 2001.

The similar shapes of the curves in Figure 18.1 and Figure 18.2 imply that most of the
responsivity loss comes from the optical path common to channels A and B. Since no sig-
nificant responsivity loss was detected before the SOHO attitude loss, a contamination of
the optics during the SOHO attitude loss (SUMER temperature was estimated at−80 ◦C)
is suspected of producing this responsivity loss. A simultaneous change of the A and B
detectors photocathode responsivity in the KBr and bare MCP parts seems excluded; no
significant modification of the KBr-to-bare responsivity ratio has been detected.

18.4 A and B Channels Responsivity Ratio

The observation ofα Leo was performed on 23 August 1999, with A and B detectors,
one after the other. The derived responsivity ratio is shown in Figure 18.3.

The ratio B/A increases with wavelength (within the 95 nm to 150 nm spectral range).
The result is in good agreement with the measurements made during the ground calibration
before the SOHO launch ([Wilhelm et al., 1995], Figure 7). So, it seems that there is no
variation of A and B channels relative responsivity with time.

18.5 Conclusion

The regular observation of bright stars within the field of view provides a powerful
technique to monitor the responsivity variation of the solar SUMER ultraviolet spectrom-
eter.
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Figure 18.3: Responsivity ratio of the B and A channels in 1999 established fromα-Leo
observations on 23 August 1999. The standard uncertainties are plotted.

Several results have been obtained:

• The responsivity degradation of the spectrometer with A or B detector between the
observations performed before and after the SOHO attitude loss indicates a loss of
optical reflectivity. The loss could be due to optics contamination.

• The responsivity loss is still increasing, mainly at short wavelengths.

• The responsivity ratio of the A and B detectors after the SOHO attitude loss is very
similar to the measurements performed before the SOHO launch. The two detectors
have a similar time variation.
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The CHIANTI atomic database comprises a comprehensive, accurate and up-to-date
database of atomic parameters, necessary for emission-line spectroscopy. The suite of
user-friendly software allows plasma diagnostics to be carried out. Since its release in
1996, CHIANTI has become a standard resource for the analysis of solar spectra. Accurate
atomic data can provide the foundation for in-flight instrument calibrations. Conversely,
an accurate instrument calibration can provide a check on atomic parameters. The internal
consistency of spectral-line intensities can be used to highlight specific anomalies. In this
paper, we illustrate how CHIANTI has been used to validate the calibration of solar EUV
instruments: SOHO-CDS, -SUMER, -EIT and SERTS. In addition, we show how anoma-
lous spectral-line intensities indicate the need for more accurate atomic calculations.

19.1 Introduction

Spectroscopic diagnostics using UV, EUV and X-ray line intensities are a fundamental
tool for the measurement of physical parameters of solar and stellar atmospheres, such
as the electron density, temperature, plasma emission measure and chemical composition.
SeeMason and Monsignori Fossi[1994] for a comprehensive review. These diagnostics
require a large amount of accurate atomic data, including energy levels, radiative transi-
tion probabilities and collisional excitation rates. The CHIANTI project [Dere et al.1997,
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2001,Landi et al.1999,Young et al.2002] aims to provide the solar and astrophysics
communities with these atomic data. CHIANTI is applicable to a range of physical condi-
tions pertinent to optically-thin plasmas in collisional ionization equilibrium. In addition,
theoretical spectral-line emissivities can be used to check instrument calibrations. The ac-
curacy of both the diagnostics and calibration results depends critically on the reliability
of the atomic data used.

The accuracy of theoretical calculations can best be assessed from a direct comparison
with measurements in well-controlled laboratory experiments. Unfortunately, conditions
that exist in astrophysical plasmas are difficult to reproduce in the laboratory. As a result,
only a small amount of the atomic data in the CHIANTI database has been verified in this
way. Consequently, most of the conclusions regarding the plasma properties of the solar
corona that are reported in the literature are based on comparisons between observations
and ab initio calculations.

As part of the CHIANTI project, systematic comparisons have been carried out be-
tween CHIANTI emissivities and high-resolution solar spectra. The CHIANTI atomic
database provides an important check on the calibration of the spectra and the broad-band
filters. The method of deriving the relative radiometric calibration of solar instruments
using intensity ratios of density- and temperature-insensitive lines was first proposed by
Neupert and Kastner[1983]. CHIANTI emissivities for a number of ions, formed at dif-
ferent temperatures, have also been used to deduce a differential emission measure dis-
tribution for the emitting plasma. Where discrepancies between CHIANTI and measured
line-intensities do exist, they point out potential mis-identifications, new identifications,
line blending, possible calibration problems, data reduction errors or cases where atomic
data need to be improved.

The first studies compared CHIANTI and the Solar EUV Rocket Telescope and Spec-
trograph (SERTS) observations [Thomas and Neupert, 1994] in the 17 nm to 45 nm spec-
tral range. These studies are discussed in Section 19.2. The Coronal Diagnostic Spec-
trometer (CDS) on board the Solar and Heliospheric Observatory (SOHO) observes many
emission lines from a large number of highly-ionised ions of the most abundant elements,
covering a large range of temperatures. CDS, therefore, provides an excellent opportu-
nity for a detailed diagnostic study of the transition-region and coronal plasma. The large
number of emission lines covering an extensive wavelength range also allows an in-flight
calibration to be obtained by comparison of observed and CHIANTI emissivities. A short
overview of the work carried out with CDS using CHIANTI is given in Section 19.3.1. De-
tails of the CDS in-flight calibration using CHIANTI are given in a separate paper byDel
Zanna[2002] and a detailed paper byDel Zanna et al.[2001a]. A comparison has recently
been made of CHIANTI emissivities with the Solar Ultraviolet Measurements of Emitted
Radiation (SUMER) observations of the quiet solar corona in the 50 nm to 160 nm spec-
tral range. Details of these results are given in Section 19.3.2. CHIANTI has also been
used in the calibration and analysis of observations from the EUV Imaging Telescope
(EIT) on SOHO (see Section 19.3.3). CHIANTI has been used to check which spectral
lines contribute to the various EIT channels for different solar regions having different
characteristic temperatures. This type of study is important for all imaging instruments:
for example Yohkoh SXT (Soft X-ray Telescope) and TRACE (Transition Region And
Coronal Explorer).

Following a workshop on atomic data requirements for SOHO [Lang, 1994], an inter-
national collaboration known as the Iron Project [Hummer et al., 1993] was established
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with the aim of carrying out systematic, electron-scattering calculations for ions of as-
tronomical interest, using the best available methods. In particular, members of the Iron
Project have concentrated on the sequence of iron ions prevalent in the corona. The in-
clusion of these new, high-accuracy atomic data in CHIANTI is crucial to the successful
analysis of solar spectra. Examples of Iron Project results and comparisons with solar ob-
servations are given in Section 19.4.

19.2 SERTS

A description of the SERTS instrument is given byNeupert et al.[1992]. A spectrum
of an active region obtained in the first rocket flight in 1989 (SERTS-89) was published by
Thomas and Neupert[1994]. The SERTS-89 instrument covered the 23.5 nm to 45.0 nm
wavelength region in first order and 17.0 nm to 22.5 nm in second order. The spectrum is
composed of optically-allowed transitions from ions formed in the 5× 104 K to 4× 106 K
temperature range, encompassing the upper chromosphere, the transition region and the
corona.

Emission-line intensities from the SERTS-89 observations have been compared with
CHIANTI (Version 1) emissivities byYoung et al.[1998]. In general, excellent agreement
was found. However, at the longest wavelengths (42 nm to 45 nm), the observed intensities
were found to be systematically low. The use of density-insensitive ratios and branching
ratios ledYoung et al.[1998] to suggest a correction to the SERTS-89 intensity calibra-
tion for wavelengths greater than 40 nm. This demonstrates the enormous potential of the
CHIANTI database as a means for checking the instrumental intensity calibration.

The version of SERTS flown in 1995 (SERTS-95) incorporated a multilayer-coated
diffraction grating that enhanced the instrumental sensitivity in the second-order wave-
band. This gives rise to sharply-peaked response functions, which are more difficult to
calibrate reliably.Brosius et al.[1998a] present active-region and quiet-Sun spectra de-
rived from SERTS-95 observations. The relative radiometric calibration was derived by
means of density- and temperature-insensitive line-intensity ratios [Brosius et al., 1998b],
using CHIANTI.

19.3 SOHO

19.3.1 CDS

CDS comprises two spectrometers: the Normal Incidence Spectrometer (NIS) and the
Grazing Incidence Spectrometer (GIS). The NIS detector observes two spectral ranges
(NIS-1: 30.8 nm to 38.1 nm and NIS-2: 51.3 nm to 63.3 nm), with stigmatic optics.
The GIS has four detectors (GIS-1: 15.1 nm to 22.1 nm, GIS-2: 25.6 nm to 33.8 nm,
GIS-3: 39.3 nm to 49.3 nm and GIS-4: 65.6 nm to 78.5 nm). CDS studies allow the si-
multaneous extraction of both spatial and spectral information, thus enabling quantitative,
spectroscopic-diagnostic analyses to be carried out. Initial results from the CDS instrument
are given inHarrison et al.[1997]. The CHIANTI database and software was originally
integrated into the CDS software package by C.D. Pike. Figure 19.1 shows a comparison
of a CDS spectrum with a CHIANTI spectrum. The plots are based on the results of the
active-region analysis published inLandi and Landini[1998]. The synthetic spectrum is
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Figure 19.1: Synthetic spectrum for an active-region dataset, taken fromLandi and Landini
[1998]. Top: CDS NIS-1 observed spectrum, and bottom: CHIANTI synthetic spectrum.
The intensity units are erg cm−2 s−1 arcsec−2.

calculated using a coronal chemical composition and the DEM curves and density reported
in that paper. It shows the excellent degree of accuracy and completeness of the CHIANTI
database. The apparent continuum emission in the CDS spectrum is instrumental in ori-
gin. The spectroscopic diagnostic capabilities of CDS are presented inMason et al.[1997,
1999]. These require a reliable CDS calibration. In particular, the study of elemental abun-
dances is a field of intense interest [Mason and Bochsler, 1999]. For example,Young and
Mason[1997] investigated the relative elemental abundance of magnesium to neon in an
active region. High electron-densities and photospheric abundances were found, which
could possibly be related to emergent flux. In contrast, the footpoints of larger coronal
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structures show coronal abundances. These results depend critically on the CDS calibra-
tion, in particular between the two wavelengh ranges of NIS-1 and NIS-2.Fletcher et al.
[2001] have pursued this topic and find indications that transition-region brightenings and
elemental abundance variations could be closely related to changes in magnetic topology.
A strong warning is given byDel Zanna et al.[2002] andGianetti et al.[2000] that lim-
itations of the calibration, the analysis method and the atomic data can all lead to serious
errors in elemental-abundance determinations. It is best, whenever possible, to use both
NIS and GIS observations for such studies.

Many Joint Observing Programmes (JOPs) have been carried out with SOHO. For
example,Gibson et al.[2002] monitored the structure and evolution of an active re-
gion by combining SOHO, TRACE, Yohkoh and ground-based observations. These multi-
instrument campaigns require careful co-alignment and an accurate cross-calibration of
different instruments.

An evaluation of CHIANTI data for the CDS NIS coronal lines has been carried out
by Landi et al.[2002]. They chose a set of off-disk observations which were found to be
almost isothermal over several hours. They found very good agreement between the elec-
tron temperature and density measured from spectral-line intensity ratios and those values
derived from an emission measure analysis. Overall, good agreement was found between
different ions and different isoelectronic sequences. Some blends are indicated and indi-
vidual cases of discrepancies between the CDS observations and CHIANTI suggest there
is a requirement for improved atomic data.

19.3.2 SUMER

The SUMER spectrometer on board SOHO covers the 50 nm to 160 nm spectral range
and offers a unique opportunity to check CHIANTI predictions for emission lines in this
rich wavelength range. In general, these lines are either optically-allowed lines due to low-
ionization stages formed in the 2× 104 K to 3 × 105 K temperature range (typical of
the solar chromosphere and transition region) or optically-forbidden and intercombination
lines formed in the solar corona at T> 3 × 105 K. When the SUMER field-of-view is
on the disk, the lower-temperature lines dominate the spectrum; when SUMER observes
plasma beyond the solar disk, the lower-temperature lines, to a large extent, disappear and
the hotter lines become most prominent.

Landi et al.[2002] compared the CHIANTI emissivities with an off-disk coronal spec-
trum observed at distances from the limb between 1.03 and 1.045 solar radii, in quiet
conditions. By so doing, they limited their investigation to ions having maximum frac-
tional abundances in the temperature range 3× 105 K < Te < 3 × 106 K. The choice of
such a region had the advantage that the emitting plasma was nearly isothermal. The emis-
sion measure technique allowed a simultaneous measurement of both the electron tem-
perature and the emission measure of the emitting plasma. An example of the emission
measure technique is given in Figure 19.2, where lines from nitrogen-like ions are used.
The place where the curves cross gives the derived temperature and emission measure
values. Excellent agreement was found between the temperature measured for all coronal
lines in the dataset and theFeldman et al.[1999] value for the same observations. The
intensity calibration of the SUMER instrument and the elemental abundance adopted for
the study were confirmed, and several blends were identified. A few areas of disagreement
were found, where the problems were probably due to inaccuracies of atomic physics or
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Figure 19.2: Example of the emission measure analysis (on isothermal plasmas) applied to
SUMER line intensities. The curves displayed are theIobs

G(T) functions of AlVII , SiVIII , SX

and ArXII lines, whereIobs is the observed intensity andG(T) is the contribution function
of each line calculated using CHIANTI. The crossing region, marked by the dashed lines,
indicates the value of the plasma emission measure and temperature. The line missing
the common crossing region clearly indicates the presence of a blend or of some atomic
physics problems.

to unidentified blending. By simultaneously comparing lines of many different ions, the
emission-measure technique allowed the problems in individual transitions along the en-
tire isoelectronic sequence to be tracked, thus enabling a discrimination between blending
problems and real atomic physics inaccuracies.

Overall, the CHIANTI database has been very successful in reproducing the SUMER
coronal spectrum. Future studies will be devoted to the cooler part of the spectrum, by
comparing CHIANTI emissivities with on-disk observations of quiet Sun from SUMER.

19.3.3 EIT Plasma Response

The EIT instrument has been designed to be sensitive to the solar spectrum in four nar-
row wavelength-bands. These wavelength bands have been chosen to correspond to four
strong lines that are produced in four distinct, narrow temperature-regimes. The wave-
length bands are listed in Table 19.1. In order to understand the response of the EIT to
coronal and transition-region plasmas at various temperatures, it is necessary to have a
model of the solar spectrum at the wavelengths where EIT is sensitive. The CHIANTI
database and spectral code provide an accurate and comprehensive model spectrum for
calculating the EIT plasma response. They provide good predictions of the strong primary
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Table 19.1: EIT Wavelength Bands.

Wavelength Dominant Ion Characteristic Temperature
17.1 nm FeIX , X 9 × 105 K
19.5 nm FeXII 1.3× 106 K
28.4 nm FeXV 2 × 106 K
30.4 nm HeII 8 × 104 K

lines in the EIT passbands as well as the weaker lines and the continuum. These vari-
ous components can be significant contributors at temperatures outside the contribution
function of the principal lines.

The primary calibration of the EIT spectral response is based on measurements, taken
at the Orsay synchrotron, with flight components of the EIT. This work has been reported
by Dere et al.[2000]. An integration of the solar spectrum using the CHIANTI database
is shown in Figure 19.3. These calculations are based on the instrument response func-
tion given inDere et al.[2000]. The three curves refer to three positions of the EIT filter
wheel. The solar variability model ofWarren, Mariska and Lean[1998] suggests that the
CHIANTI models can underestimate the intensities of HeII 25.6 nm and 30.4 nm by fac-
tors of two and six respectively. However, they do seem to reproduce correctly the HeI

intensities, although this may just be fortuitous.Newmark[2001] has reanalysed the EIT
preflight calibration data and found that the second-order mirror reflectivities of the HeII

30.4 nm channel should provide a non-negligible reflectivity at wavelengths just long-
ward of 17 nm. To produce the response curves included in the EIT calibration software,
Newmark has included this change to the HeII 30.4 nm bandpass as well as extending
the wings of the EIT response functions. The helium line intensities were calculated with
CHIANTI using standard active-region and quiet-Sun differential emission measures from
OSO-6 observations. It is assumed that collisional excitation is dominant and that the line
is optically thin.

Del Zanna et al.[2002] have made a direct comparison of CDS-GIS and EIT. Plumes
were found to exhibit a quasi-isothermal distribution, which peaks at a lower temperature
(T = 7 to 8×105 K) than the surrounding coronal-hole region. Elemental abundances in
the plumes exhibit only a small departure from photospheric values. A comparison was
made with the broad-band images of EIT, showing that, in the plume, the low temperature
FeVIII emission is the dominant contribution to the ‘FeXII 19.5 nm’ EIT filter.

The 17.1 nm and 19.5 nm EIT filters have been used by various authors to deduce
that plumes are about 30 % cooler than the surrounding coronal-hole regions. In order to
confirm this result, a comparison was made between the GIS scans and the EIT 17.1 nm
and 19.5 nm images. A direct comparison is possible because GIS spectrally resolves
the emission lines observed by the EIT filters. The observed and calibrated GIS spec-
tra were multiplied by the EIT effective-areas [Dere et al., 2000], to simulate the EIT
observed bandpasses. GIS spectra of the three regions were chosen as representative of
plume, coronal-hole and quiet-Sun areas. These spectra were multiplied by the EIT filter
response. The three spectra of the various solar features show how different lines, formed
at a range of temperatures, contribute to the emission seen by the EIT. The transmission
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Figure 19.3: An integration of the solar spectrum obtained with the CHIANTI database
based on the EIT response function given inDere et al.[2000], with DN s−1 per unit
emission measure plotted as a function of electron temperature for each of the four EIT
channels. DN is simply the ‘digital number’ output by the instrument electronics. The
CHIANTI spectrum was derived using theMazzotta et al.[1998] ionization equilibria and
the coronal abundances ofFeldman and Laming[2000].

of the EIT 17.1 nm filter can be regarded as almost isothermal with contributions mainly
from FeIX and FeX for all three solar regions. In the EIT 19.5 nm filter, the situation
is quite different, as Figure 19.4 shows. In the quiet-Sun spectrum the main contribution
is from FeXII lines, mixed with some FeX, FeXI and FeXIII emission. However, in the
coronal-hole and plume spectra, the cooler lines (FeVIII , FeX, FeXI ) become increasingly
dominant in comparison to the FeXII lines. This shows that it is incorrect to assume that
the observed emission in the EIT 19.5 nm filter is predominantly from FeXII , and explains
why plumes are visible in the EIT 19.5 nm images. Since the lines observed in the EIT
19.5 nm filter are formed over such a wide range of temperatures, it is dangerous to use
this filter for temperature diagnostics.

19.4 The Iron Project: FeIX , FeXII and FeXIV

The comparisons of CHIANTI with SERTS and SOHO observations highlighted some
inconsistencies, which indicated the need for better atomic data. The iron ions are partic-
ularly difficult to represent with an accurate atomic model. Some examples are presented
here of new calculations from within the Iron Project for FeIX , FeXII and FeXIV .
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Figure 19.4: Top: GIS-1 spectra of plume, coronal hole and quiet sun. Details of the pa-
rameters used in CHIANTI to produce these spectra are given inDel Zanna et al.[2002].
Bottom: same as above, but multiplied by the EIT 19.5 nm filter response.

FeXIV is one of the most important diagnostic ions in the solar corona. Transitions
within FeXIV give rise to spectral lines in the visible (green line, 530.3 nm) and extreme-
ultraviolet wavelength ranges.Storey et al.[1996, 2000] calculated new atomic data for
FeXIV . The electron-scattering calculation was more sophisticated than any previous work
on this ion. Significant differences with earlier work were found in the excitation rates
for many transitions. A comparison was made between predicted line-intensity ratios and
those observed in solar-coronal spectra, including those from SERTS-89 and CDS. Sev-
eral long-standing inconsistencies between the theoretical and observed intensity ratios, as
detailed byYoung et al.[1998], were resolved by these new atomic data.

Recent analyses of SERTS-89 data have been carried out for FeIX by Storey and Zeip-
pen [2001]. They have shown that their new atomic data lead to significant changes in
line-intensity ratios. These new data resolve some major inconsistencies between the ob-
served and theoretical FeIX spectra.

FeXII also plays a key role in diagnostic studies because of its wealth of strong spec-
troscopic lines covering a wide wavelength-range in the UV and EUV spectral regions,
spanning several instruments on SOHO. A new set of atomic data for FeXII was cal-
culated byBinello et al. [1998a, 1998b]. InBinello et al. [2001] a comparison is made
between the theoretical line intensities and solar observations for a range of plasma densi-
ties and temperatures. The SERTS-89 and SERTS-95 observations of quiet Sun and solar
active-regions provided a useful means of testing the quality of the atomic data. For the
FeXII density-insensitive ratios, they found generally good agreement between theoreti-
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cal and observed ratios. However, the electron densities derived from the FeXII spectral
lines for SERTS-89 and SERTS-95 show persistently greater densities than those from
other ions formed at similar temperatures. This highlights a serious discrepancy. Further
improvements to the atomic model may help to resolve this problem for this troublesome
and complex ion.

19.5 Conclusions

Imaging instruments can provide high spatial and time resolution observations. They
have clearly demonstrated that the solar atmosphere contains dynamic, filamentary struc-
tures. Spectroscopic instruments provide good diagnostic capabilities for plasma param-
eters. Both imaging and spectroscopic instruments require accurate calibrations to obtain
reliable scientific results. In-flight calibrations can and have been performed for solar in-
struments using high quality atomic data. The CHIANTI package (atomic database and
supporting software) has contributed significantly to this effort. It is freely available and is
now widely used by the solar-physics community.
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The Use of Atomic Data for the In-flight
Calibration of the CDS Spectrometers
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I describe a general method that has been used for the in-flight cross-calibration of
the CDS spectrometers. This method relies on accurate atomic data and uses the Sun as a
‘calibration’ source. It was successfully applied in the past to calibrate other EUV spec-
trometers. The results show significant differences from the laboratory calibration, good
agreement with the calibrations based on two rocket-flights flown in 1997 and excellent
stability of the CDS instrument during the same year. It is suggested that this method be
used to monitor the in-flight calibration of future EUV spectrometers.

20.1 Introduction

Plasma parameters such as densities, temperatures and element abundances of the solar
transition-region and corona can now be determined with a good accuracy, using extreme-
ultraviolet (EUV) spectrometers such as CDS and SUMER on board SOHO. However,
any uncertainty in the intensity calibration affects the determination of these parameters,
particularly when the emission lines are not close in wavelength or are seen in different
detectors. The intensity calibration of the instruments is, therefore, a fundamental require-
ment for any scientific use of EUV spectra.

The CDS instrument observes the solar corona with two spectrometers, the Normal
Incidence Spectrometer (NIS) and the Grazing Incidence Spectrometer (GIS). A descrip-
tion of the complete CDS instrument can be found inHarrison et al. [1995]. The CDS
instrument is particularly complex to calibrate: it covers a wide wavelength range (15 nm
to 78 nm) with five detectors giving six wavebands with second-order lines identified in
three of them. Ground measurements of the CDS calibration [Lang et al., 2000] suffered
various uncertainties or limitations, and methods to check the in-flight calibration were
needed.Del Zanna[1999] andDel Zanna et al.[2001] presented a comprehensive study,
providing the first complete in-flight inter-calibration of all nine CDS channels. The in-
flight calibration has been achieved with the use of a calibration method which compares
observations with the most up-to-date atomic data provided by the CHIANTI database:
seeDere et al.[1997]. Excellent agreement was found with the results of the two indepen-
dent calibrations based on rocket-borne instruments flown in 1997 [Brekke et al., 2000;
Thomas et al., 1999], thus showing the validity of the method adopted. On the other hand,
significant differences remained with some of the ground calibration results. In particular,
the NIS-1 and all the GIS responsivities in first-order were found to be underestimated, in
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the ground calibration, by factors of about two. The cross-calibration of the CDS channels
was found to be stable during 1997.

20.2 A Calibration Method Based on Atomic Data

In the absence of a suitable on board calibration source, the only possibility is to use the
solar emission as a ‘calibration’ source. The calibration process consists of four steps. The
first step is the selection of the most suitable set of observations where the effects of so-
lar variability are negligible. This is extremely important for all cases of cross-calibration
between channels that do not observe simultaneously, as is the case of the GI and NI
spectrometers. Solar rotation, spatial overlapping and temporal variability, are all issues.
In particular, the high variability in all the transition-region lines, predominantly located
at the supergranular network boundaries, makes most non-simultaneous observations un-
usable. The second step is the direct cross-calibration between spectrally-overlapping re-
gions, when they are present, as in the case of CDS.

The third step is the selection of the most suitable ‘calibration’ lines to be used. The
idea is to choose only those groups of calibration lines whose ratios are independent of the
observed source. The first ratios to examine are branching ratios (ratios of lines that share a
common upper-level). These intensity-ratios depend only on the radiative transition prob-
abilities, and are generally known with 10 % accuracy. Next, ratios of density-insensitive
lines are considered, by comparing observed and calculated values. A differential emission
measure (DEM) analysis must be performed to assess blending and to take into account
any temperature effects in temperature-sensitive calibration line-ratios. It is important to
check that each line ratio is indeed constant both temporally and spatially. This can be done
by observing different regions on the Sun. Also, one must check if there are any opacity
effects. The procedure is then to apply the comparison to all the available ions. When
agreement is found between the results obtained by the use of many lines of different ions,
the relative calibration between the various channels is obtained.

For each pair of lines of the same ion, the responsivity ratio was derived from the
observed and theoretical radiance-ratio. For each ratio, once one responsivity value was
fixed, then the other is obtained directly. Figure 20.1 shows the CDS absolute responsivi-
ties derived from various line-ratios by fixing the value of one reference line for each ion.
The responsivities of the reference lines were chosen in order to fit a continuous, smooth
curve for each channel. The uncertainties in the ratios have been calculated by taking the
uncertainties in the line intensities and adding 10 % to account for unknown uncertain-
ties of the calculated atomic physics values. These uncertainties, therefore, do not include
all possible systematic errors and should be considered as lower estimates. However, the
results obtained from different observations (superimposed on Figure 20.1) show a small
scatter, well within the estimated uncertainties, which gives confidence in the results.

Note that if only density- and temperature-insensitive ratios are used, the results are
independent of the adopted densities, the ionization equilibrium or the temperature distri-
bution of the source. Also note that uncertainties in the atomic data are difficult to estimate,
but typically are 10 % to 30 %. The key issue is to identify all the calibration ratios that
have shown excellent agreement (say within 10 %) between previous solar observations
and predictions based on atomic theory. There is no reason why the calibration ratios ob-
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Figure 20.1: The CDS NIS and GIS responsivities (solid lines), first and second order,
as derived from pre-loss-of-attitude observations. The responsivities derived from all the
line-ratios used are superimposed. The bottom-right plot shows the ratio of the theoretical
to the observed line-intensities for all the lines used.



286 20. THE USE OFATOMIC DATA FOR THE IN-FLIGHT CALIBRATION OF CDS

served by different EUV instruments should differ, if the same atomic data are used and
the instruments are well-calibrated against primary standards.

This method has already been applied a few times in the past.Neupert and Kastner
[1983] used this method for an in-flight calibration of the OSO V and OSO VII EUV
spectrometers, in the 15 nm to 40 nm range. Recently, the method was successfully applied
by Brosius et al.[1998a, b] to calibrate the Solar EUV Rocket Telescope and Spectrometer
observations in 1995 (SERTS-95), using averaged active-region and quiet-Sun spectra and
CHIANTI (version 1.01, except for FeXIV ). The same method was also applied byYoung
et al. [1998] to check the calibration of the SERTS-89 active-region spectrum [Thomas
and Neupert, 1994].

In order to make full use of this diagnostic method for calibration purposes, given
the uncertainties in the atomic data and the observed intensities, it is essential to use as
many lines emitted by the same ion as possible. It is also important to use as many ions as
possible, in order to reduce the possibility that incorrect atomic data for a single ion would
affect the results.

The fourth step is to choose, for each calibration line, the most appropriate observa-
tions. This is not trivial. It is useful to observe different solar regions (e.g., on-disc and
off-limb spectra, as well as quiet-Sun and active regions) in order to assess line identifi-
cations (in particular the absence of blending) and the constancy of the calibration ratios.
Also, one should select observations where the plasma has uniform density and is isother-
mal. This reduces any effects that inhomogeneities can have on the line ratios and allows
the use of lines that are not strictly temperature- and density-insensitive.

It is recommended that, in the absence of any more direct techniques, future EUV spec-
trometers observe a sufficient number of ‘calibration’ lines which can be used to constrain
the relative calibration of the spectral region(s) observed. Possibly, these ‘calibration’ lines
should be formed in the corona, rather than in the transition region.

20.3 The CDS In-flight Calibration

In the case of CDS, the intercalibration studies that have been routinely run since the
beginning of the mission are not sufficient to obtain a comprehensive calibration of all
the CDS channels, since they were designed for another purpose and only few spectral
lines were observed. Moreover, only a few reliable calibration line-ratios are observed in
each spectrometer. The worst case is represented by the NIS; there is no good line-ratio
that can be used for an accurate cross-calibration between NIS-1 and NIS-2. The in-flight
cross-calibration of the NIS channels, therefore, requires that NIS and GIS observations
are considered together.Del Zanna et al.[2001] described the full-wavelength GIS and
NIS near-simultaneous observing sequences that have been designed and performed for
the purpose of monitoring the CDS in-flight responsivity.

A large number of line-ratios useful for the CDS calibration has been identified and
described inDel Zanna[1999] andDel Zanna et al.[2001]. In most cases, agreement with
previous findings based on CHIANTI predictions and SERTS observations [Young et al.,
1998;Del Zanna, 1999;Brosius et al., 1998b] has been found, although many more cases
have been highlighted. Only a few examples are given below.

Among the brightest lines in the CDS spectra are the doublets, whose radiance-ratio in
the optically-thin, collisional case equals two. Unfortunately, in most cases the doublets,



20.4. Conclusions 287

when observed by CDS, are blended with other lines. In the case of the FeXVI (NIS-1,
33.54 nm and 36.0 nm lines), the line at 33.54 nm is blended, not only with a MgVIII line,
but also with an FeXII [Del Zanna, 1999]. The AlXI , CaX and MgX doublets are also
blended, but this time with transition-region lines. The doublets are free of blending only
in off-limb spectra, where they become the strongest NIS-2 lines.

Transition-region (cool) lines are crucial for a relative calibration of the NIS-1 and
NIS-2 channels. Most of the NIS-1 lines are coronal lines, but most of those observed
by NIS-2 are formed in the transition region. So these two channels can only be cross-
calibrated by use of GIS spectra, which record both transition-region and coronal lines.

The helium lines are a special case that deserves mention. Although the physics of
the formation of the helium lines is still not understood [see, e.g.,Andretta and Jones,
1997], the helium lines are extremely useful for calibration purposes. In fact, they are
the brightest lines in the solar EUV spectrum, and their radiance ratios are exceptionally
constant, independent of the part of the solar atmosphere observed. This remarkable (yet
unexplained) characteristic of the helium lines is described inDel Zanna et al.[2001] but
was already noted byAndretta and Jones[1997] using Skylab data [Vernazza and Reeves,
1978]: the lines of the HeI series present constant radiance ratios against the 58.435 nm
resonance line. The same applies to the ratio of the HeI/He II resonance lines, which is
also constant, independent of the solar region observed. For our use, the Skylab data of
Vernazza and Reeves[1978] presented two serious problems. One problem was the low
spectral resolution, which led to most of the helium lines being blended. Another prob-
lem was the uncertainty of the calibration, especially at shorter wavelengths, where the
He II 30.378 nm resonance line is. Unfortunately, no accurate measurements of absolutely-
calibrated HeI and HeII line intensities have been found in the literature, and the only set
of well-calibrated values are indeed those reported inVernazza and Reeves[1978], which
in turn rely on a laboratory calibration and rocket flights. The CDS instrument, for the first
time, overcomes these two problems. All the lines are well-separated. For example, the
He II 30.378 nm line is well separated from the SiXI 30.33 nm resonance line.Del Zanna
[1999] has analysed a large number of NIS-2 observations, and has confirmed that the HeI

line-ratios are indeed constant in the quiet Sun and coronal holes. The same applies to the
He I/He II resonance-line ratio, with an average value measured by CDS of about 0.07.
The CDS in-flight calibration found byDel Zanna et al.[2001] gives excellent agreement
with the Skylab data for the HeI 53.7/58.4 nm and HeI/He II ratios, thus independently
confirming the Skylab in-flight calibration. The results for the HeI 53.7/58.4 nm ratio are
also in excellent agreement with the rocket-flight results ofBrekke et al.[2000], although
not with the laboratory calibration.

20.4 Conclusions

I have reviewed some of the findings ofDel Zanna et al.[2001] that can be of general
use for the in-flight calibration of future EUV spectrometers such as those that will be
flown on board Solar-B. Given the characteristics of the current EUV instruments, and
the experience gained in the case of CDS, it is suggested that the calibration performed
on the ground be reviewed and monitored with an in-flight calibration such as the one
presented here. Long-term variations of the absolute calibration should still be checked
against rocket flights which are calibrated on the ground against primary standards before
and after the flight.
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The working group on cleanliness has been formed to recapitulate for each instrument
the measures taken during the SOHO cleanliness programme and their effects. U. Schühle,
together with B. Kent and R. Thomas, has collected the individual instruments’ input to a
catalogue of questions reviewing their efforts and experience. Thus, an open and straight-
forward discussion of the cleanliness issues for the individual instruments is presented.
The actions during design and assembly as well as experience in-flight are summarized
and commented with hindsight. Special emphasis has been given to the phase of extreme
conditions during SOHO’s loss-of-attitude.
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21.1 Introduction

The somewhat provocative question in the title of this report did generate discussion
and promoted input from the experimenters of all SOHO instruments represented at the
Workshops.

The cleanliness programme within the SOHO project was a common effort of ESA
and the SOHO experimenters. The goal was to ensure stable radiometric performance
of the spacecraft and, in particular, of all instruments during the SOHO mission. Thus,
cleanliness requirements had to be defined for instruments and spacecraft (the latter mostly
based on the requirements set by the instruments), and, since each experiment on SOHO
was sensitive to contamination in a different way, it was necessary to define cleanliness
requirements for the individual instruments. This resulted in a “Cleanliness Control Plan”
that governed all activities related to cleanliness and contamination.

The performance of the instruments during scientific operation proves that the cleanli-
ness effort was effective, and, by tracking changes in responsivity over the mission dura-
tion, it can now be shown quantitatively how effective it was.

During its discussions, the Cleanliness Working Group (whose composition was iden-
tical with the authors of this report) tried to collect the experimenters’ experience in reduc-
ing – and, as it turned out, nearly eliminating – degradation of the radiometric performance
by cleanliness control. The experiment and spacecraft representatives were invited to “tell
their story” about the specific measures for contamination control that later were successful
in reducing radiometric degradation. The period of SOHO’s loss-of-attitude has, however,
affected some of the experiments, and the inferred degradation mechanisms were included
in our discussions.

For the benefit of future space missions, and as a means to gather as much information
as possible from all parties involved, the PIs of the relevant experiments have been asked
to state

• where their instrument cleanliness programme was most effective,

• which design features they had used to improve cleanliness,

• how they had derived and implemented their cleanliness requirements, and

• how they had monitored and verified cleanliness.

21.2 Cleanliness Measures, as Viewed by Experimenters

The following is a compilation of the various responses received. We are reproducing
them here without modification in order to provide proof of all the information available.

21.2.1 CDS

A) Where was the cleanliness programme really effective?

Instrument design features
Instrument design is central to contamination control.



21.2. Cleanliness Measures, as Viewed by Experimenters 291

• The optics bench was configured as a complete metal enclosure containing only
metal support structures and optical components – with two well-considered excep-
tions.

• The entrance apertures to the telescope and thence the rest of the optics were con-
trolled by doors, to prevent ingress of contaminants during ground assembly and
in-flight thruster firings.

• The only mechanism that required lubrication inside the optical bench was the slit-
scan mechanism lead screw which used a burnished dry lead film.

• The scan-mirror drive could be operated outside the optical bench and was driven
through a labyrinth seal. Flexibility was provided by unlubricated flexural pivots.

• All electronics were outside the optical bench. The grazing-incidence spectrome-
ter detector pre-amplifiers and high-voltage units accessed the detectors via sealed
feedthroughs.

• Purge systems used during assembly and spacecraft integration used clean, dry gas
delivered to the cleanest volumes first.

• Quartz crystal microbalances (QCM) at ambient temperature were installed to mon-
itor deposition on optics.

• Vent ports were fitted with labyrinth seals.

• A sacrificial dust-cover, fabricated from Kapton, was used during spacecraft inte-
gration, and was removed during red tag item removal.

Were cleanliness requirements defined for the instrument sub-assemblies, optics, detec-
tors?

• Each element of the optical chain had a contamination budget which defined al-
lowed levels of molecular and particulate contamination at designated phases of the
programme (integration, post-delivery and end-of-life).

• In addition, each type of system (for example electronic, structure, mechanism, ca-
ble) and each material (for example Al alloy, elastomer, electronics board) had a
designated cleaning procedure which included a vacuum bake with a required final
partial-pressure limit for organics.

What were the bases for these definitions?

• Optical modelling was used to estimate the contamination that resulted in a 10 %
loss in performance. This was used as the end-of-life budget for molecular contami-
nation. However, these programmes had to be used with caution as they were based
on the rather unrealistic case of modelling with smooth, uniform layers of contam-
inant for which the refractive index was known. For hydrocarbons the refractive
index values (n and k) for carbon and polythene were used.

• Molecular transport calculations using ESABASE software were carried out to sup-
plement optical modelling, and to indicate potential problem areas.
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• The allowable reduction in performance due to particulates was determined on sci-
entific grounds, such as loss of throughput due to absorption, loss of contrast due
to scattering. This resulted in a budget for surface obscuration by particles for each
optical element. The time required to meet such surface cleanliness levels in a clean-
room of a given class was given by a series of curves calculated by U. Schühle (see
report of the SUMER group) and these curves were used to define procedure times
and cleanroom conditions.

What measures were taken to satisfy these requirements?

• All materials used in any part of the CDS instrument were subjected to a screening
process which included an outgassing measurement.

• All components were precision cleaned by use of a procedure developed in-house
which had been verified using X-ray photo-electron spectroscopy (XPS).

• Component cleaning included a vacuum bake at pressures of≈ 100µPa for at least
eight hours at a temperature appropriate for that component (e.g., 60◦C for elec-
tronics and 100◦C for structural components made out of Al alloy).

• Following the vacuum bake, parts were transferred to heat-sealed clean bags and
then opened only in a clean assembly area.

• CDS was assembled in a Class 100 cleanroom, which had been independently veri-
fied by the CDS science team.

• The number of staff members in the cleanrooms was controlled based on experi-
ence gathered during build of the engineering model (EM). Cleanroom clothing,
especially gloves, were verified to be adequate.

• The CDS team was given frequent briefings on the importance of cleanliness.

How were these measures verified?

• The cleanrooms were monitored for particulates by facility staff and independently
by CDS contamination control staff.

• Particulate fall out (PFO) plates were used to monitor the cleanroom environment
and the surfaces of the instrument. PFO plates were monitored weekly and monthly.

• Vacuum chambers were monitored with high-sensitivity (10 pPa) residual gas analy-
sers and gold-on-glass witness mirrors which were inspected by XPS measurements.

• The cleanroom environment was monitored with aluminium-on-glass witness mir-
rors which were inspected by infrared reflectance spectrometry.

• All facilities for vibration, thermal vacuum and calibration were subject to a clean-
liness audit immediately prior to and during CDS tests.

• The complete instrument was thoroughly inspected using an ultraviolet lamp (black
light) and a bright, white-light source.
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B) Would you make any changes with respect to cleanliness control for a future simi-
lar instrument?

In general the control procedures taken on CDS worked well. The engineering model
was a useful test of these and some things were changed as a result of that experience. So
a potential change is that the very large overhead associated with contamination control
early in the programme needs to be recognized.

C) Would you look for changes at spacecraft level for a SOHO II? If so, which?

This also worked well; the formation of the Contamination Control Board, in par-
ticular, provided a spacecraft-wide view of contamination. It is our impression that the
spacecraft contractor was not aware of the importance of contamination control as early as
the experiments; once they were aware, this was reasonably well-controlled.

D) How was the stability of calibration affected by contamination?

CDS responsivity remained constant until the loss-of-attitude after almost three years
of operation. This indicates that none of the optical surfaces was compromised by contami-
nation effects. The on-board QCM’s in the NI and GI spectrometers indicated an integrated
contaminant load of up to 10 ng cm−2 and 50 ng cm−2, respectively, until this time.

E) Evidence for performance changes in flight with explanation:

Until the loss-of-attitude at the end of 1998 there was no change in CDS operating
parameters. However, following the recovery from attitude loss, during which CDS was
exposed to temperatures in excess of 100◦C for up to three months, some changes have
been observed.

The QCM in the normal-incidence spectrometer (NIS) saw a post-recovery contami-
nant load of≈ 120 ng cm−2 and the QCM in the grazing-incidence spectrometer (GIS)
recorded≈ 440 ng cm−2 after recovery. The responsivity of the normal-incidence spec-
trometer channel 1 (NIS-1) (short wavelength) had decreased by a factor of 1.45 (to be
confirmed). The wavelength range of NIS-1 had shifted to longer wavelengths by about
0.05 nm. The responsivity of NIS-2 in first order remained unchanged. The responsivity
of NIS-2 in second order, however, had decreased by 15 % (to be confirmed). The NIS-1
spectral-line shapes, which, prior to the accidental loss-of-attitude, were essentially Gaus-
sian profiles now have large, extended wings.

These changes are consistent with a layer of contamination deposited on the NIS grat-
ings as recorded by the QCM. The wavelength shift in NIS-1 is believed to be due to a
small mechanical shift in the grating.

21.2.2 EIT/LASCO

A) Where was the cleanliness programme really effective?

Instrument design features
The main design features which addressed the cleanliness issues were:

• The selection of proper materials (all-metal structure, mechanisms and coatings).
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• The isolation of the camera electronics in a separate enclosure, outside the optical
section, which, itself, was designed as a vacuum tank for the protection of filters
during SOHO launch.

• The inclusion of venting ports. However, due to the requirements of an airtight en-
closure, there was limited venting at the back of the instrument, in particular in the
camera section.

• A front door, which was airtight (EIT was put under internal vacuum during the
integration and launch phases).

Were cleanliness requirements defined for the instrument sub-assemblies, optics, detec-
tors?

For the EIT experiment, the molecular contamination was the prime concern. Indeed,
the cooled CCD sensor is acting as a very efficient trap for contaminants. Any ice or
organic deposit on the detector absorbs EUV radiation very efficiently, leading to a long-
term degradation of the instrument efficiency and thus making any in-flight radiometric
calibration difficult to achieve.

What were the bases for these definitions?
The cleanliness requirements used for EIT are given hereafter:

Particle fall-out
The total allowed particle fall out for the EIT instrument was equal to an obscuration
(surface coverage) factor of 8× 10−4. This total amount was distributed as follows:

• environmental tests (on-ground): 2× 10−4,

• assembly and integration: 1× 10−4,

• optics manufacturing and mounting: 1× 10−4,

• tests at spacecraft level: 1× 10−4,

• launch phase: 3× 10−4,

Airborne contamination
When the door was open and the instrument exposed to air contamination, the instru-
ment was held in cleanroom Class 300 (FED-STD-209D).

Molecular contamination
EIT’s components, CCD Camera and computer were built and handled to the same
cleanliness specifications as LASCO. The maximum allowed molecular contamina-
tion before launch was a thickness of 2.5 nm of any type of contaminant on filters,
mirrors and detector. This corresponds to a maximum level of 250 ng cm−2 of any
type of contaminant. Detailed specifications are given in Table 21.1.

What measures were taken to satisfy these requirements?
Coatings and materials have been chosen in accordance with the above requirements.

All tests and calibrations were carried out in Class 100 cleanroom environment. The con-
tamination was monitored during the entire period of integration of the experiment by use
of a witness mirror which was fixed on the internal side of the front door of the telescope.
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Table 21.1: EIT/LASCO contamination control specifications per MIL-STD-1246B (in
nm).

Component Assembly Integration Pre-launch On-orbit End of Life
CCD 2.5 2.5 2.5 5.0 5.0
Internal Surfaces 5.0 5.0 5.0 10.0 10.0
External Surfaces 20.0 20.0 20.0 20.0 20.0

Once on the spacecraft, EIT was kept permanently under vacuum to protect its internal
filters during the launch. This prevented any additional contamination until SOHO was in
space. Information about the calibration and test setups can be found inDelaboudinìere et
al. [1995],Song[1995], andDefise[1999].

How were these measures verified?
Besides the analysis of the witness mirror, the EIT approach was based on the stringent

control of material selection and of cleanliness procedures.

B) Would you make any changes with respect to cleanliness control for a future simi-
lar instrument?

• Based on the experience with EIT (see below), carefully considered requirements
should be introduced to ensure that instruments are kept sealed long enough after
launch so that proper outgassing of the spacecraft is achieved.

• Regarding the instrument design itself, it is highly probable that contaminants would
have been driven off much more rapidly without the confinement in the camera
section. Adequate escape paths should be included in future designs, either between
the different instrument sections or towards the outside.

C) Would you look for changes at spacecraft level for a SOHO II? If so, which?

No.

D) How was the stability of calibration affected by contamination?

A steady decrease of the overall instrument responsivity started as soon as the instru-
ment door was opened in space, with the CCD sensor operated at its nominal temperature
(−68 ◦C), in January 1996. Subsequent CCD bakeouts restored the responsivity only in
part. Starting in the summer of 1996, a non-uniform degradation of the sensor was de-
tected. The degradation pattern formed a negative image of the average Sun, suggesting
that it was due to the accumulated dose of EUV radiation at the focal plane. Those effects
affected strongly the in-flight calibration and flat-field determination.

E) Evidence for performance changes in flight with explanation:

The current understanding of the processes affecting the EIT response is as follows:
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• Two components contribute to the degradation: internal charge-collection efficiency
losses (CCE) in the CCD sensor and absorption of EUV radiation by deposited
contaminants. The first effect is independent of contamination issues.

• Both above mechanisms had similar importance before the spring of 1998, but the
CCE effect seems to account for all further degradation afterwards.

• EUV flat-field images obtained in March to April 1996, before the first CCD bake-
out, show the distinctive patterns of ice crystals. This provides additional support
to the general hypothesis that a thick ice layer, well above the 5-nm specification,
was deposited on the CCD chip right after launch. This might be associated with the
premature opening of the EIT launch lock.

• Although the bulk of the contamination can be identified as water ice, part of the
degradation might be due to organic contaminants which polymerized on the detec-
tor under the action of EUV radiation. This deposit cannot be driven off efficiently
by subsequent bakeouts.

• In the first part of the mission, even short one-hour bakeouts produced a strong
recovery which was followed by a quick decay of the responsivity. After mid-98,
bakeouts have a much more limited effect. A slow and steady decay is then observed.

• The above behaviour suggests that contaminants were trapped inside the camera
section, because this volume was largely closed, with few paths for particles to es-
cape through the optical section of the telescope (Al filter on front of the CCD, two
small vents, optically obstructed, to avoid stray light). Therefore, during bakeouts,
contaminants were driven off but remained in the immediate vicinity of the CCD,
and they then quickly re-deposited on the cold CCD sensor surface.

• We surmise that trapped contaminants have been entirely released out in 1998 due
to enhanced internal heating of the telescope. The cause is still unclear: sudden
increase of the pinhole area in the front Al filters, allowing more visible light to
enter the telescope tube, or the abnormal heating associated with SOHO’s loss-of-
attitude.

21.2.3 SUMER

A) Where was the cleanliness programme really effective?

Instrument design features
Most effective was a design for cleanliness. Many features of the instrument design

have been implemented for cleanliness reasons. Below is a list of these design features
and the reasons for their implementation (in parentheses):

• Clean metal optical housing (i.e., no organic composite material in optical compart-
ments).

• Aperture door to close/open the optical compartment (to reduce ingress from out-
side).
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• A window, which blocked UV, as part of the aperture door (to keep the primary
mirror at highest temperature by insolation).

• Solar wind deflector plates (with high voltage applied to deflect solar wind away
from the telescope mirror).

• Use of ultra-high vacuum components/materials inside optical housing (high-T ma-
terials).

• Avoid organic material inside optical compartments (to minimize potential out-
gassing).

• Keep primary mirror at highest temperature by solar illumination (to reduce deposi-
tion on sensitive surfaces).

• Dry lubrication on MoS2 basis for all mechanisms (inorganic lubrication, no out-
gassing).

• Use flexural metal pivots instead of bearings where possible (no lubrication needed).

• Keep electronic components outside optical compartments to keep organic materials
away from optics. For example, detectors were sealed around their front faces to
keep their rear-sides isolated from the optics.

• Large venting ports for all subsections of the optical compartments (for efficient
venting).

• Plasma and straylight barriers at venting ports (to avoid ions getting inside spec-
trometer).

• Purging of optical compartments at all times (to overpressurise and clean away off-
gassing species).

• Spring-loaded aperture door (as venting port, but loaded to keep overpressure).

Were cleanliness requirements defined for the instrument, sub-assemblies, optics, detec-
tors?

Cleanliness requirements were defined and were applicable for all flight hardware.
Contamination modelling calculations resulted in different requirements for optics, detec-
tors, and other sub-assemblies. All cleanliness requirements have been calculated by mod-
elling the degradation due to all possible types of contamination and degradation effects
that could be expected during exposure to solar EUV irradiance and solar-wind particles,
self-contamination by dust particles and outgassing organic condensables, as well as ef-
fects of a combination of these.
What were the bases for these definitions?

The basis for the determination of a cleanliness requirement was the acceptable per-
formance degradation throughout the entire mission that was caused by all possible con-
tamination sources. A loss of 15 % of the reflectivity of each mirror was set as a limit of
acceptable performance loss. This would result in about 50 % overall loss of responsiv-
ity, and determined the level of molecular contamination inside the optical compartment.
The obscuration effect by particles on each mirror was not considered to be of driving
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importance, because the effect of scattering was more stringent: the scientific objectives
of SUMER required that the scattered intensity from the telescope mirror must be below
1 × 10−5 at an angle of 2′.

With respect to calibration stability, molecular contamination was regarded as the ma-
jor concern. Normal-incidence mirrors are more affected than grazing-incidence mirrors.
A normal-incidence grating is also affected the most by a contaminating layer, because
not only is the reflectivity degrading but so too is the diffraction efficiency. Mirrors were
identified as the most sensitive surfaces of the SUMER instrument. To derive the amount
of contamination that could be tolerated, it was assumed that any organic material of suffi-
cient thickness on a mirror would lead to an attenuation of the reflected beam. Also taken
into account was the fact that the effect of organic contaminants may be dramatically en-
hanced when the surface is exposed to solar ultraviolet radiation when photo-chemical
reactions lead to polymerization of deposited material. Some time ago this was identified
as the prime degradation process of optical instruments in space which are exposed to solar
UV radiation.

To confirm quantitatively theoretical model predictions, experimental studies have
been performed by contaminating mirror samples in vacuum while monitoring the amount
of contamination and intermittent measurements of the reflectivity. As a result, a tolerable
contamination layer of 60 ng cm−2 (of material with a uniform density of 1 g cm−3) was
specified to stay within the budget set by the requirements mentioned above.

In addition, irradiation by solar wind particles (protons andα particles) may contribute
to the polymerization process, although at a much smaller rate, since their flux is much
smaller than the UV flux. However, the radiation damage due to this particle bombardment,
which was investigated in an experimental simulation, led to a visible alteration of the
surface, presumably associated with a roughening of the surface profile with degrading
effects on the scattering properties of the mirror. Thus it was concluded that for SUMER a
solar-wind deflector was needed.

With regard to particulate contamination, a theoretical calculation was made to study
the amount of obscuration and scatter caused by accumulated dust particles on the tele-
scope mirror. The level of cleanliness of a surface is characterized by a particle size dis-
tribution according to MIL-STD-1246B. Our calculation, therefore, modelled the effect
of opaque, spherical particles with a size-distribution given by MIL-STD-1246B and giv-
ing rise to an angular scattering distribution derived by Fraunhofer diffraction theory. The
number of particles larger than a given size can be plotted as a function of this cleanliness
level. This is shown in Figure 21.1.

The angular distribution of radiation scattered by Fraunhofer diffraction was calculated
with the given particle size distribution. At very small angles, any particle size contributes
to the scattering and, as a result, the scattering level is approximately given by the obscu-
ration factor. Thus, from Figure 21.2, the cleanliness level which must be achieved for a
given straylight specification can be derived.

In order to comply with the requirements given above, the surface cleanliness level of
the optical compartment of the instrument was specified. All surfaces inside the SUMER
instrument had to be compliant with a cleanliness Level 200 (according to MIL-STD-
1246B). Under the assumption of a dust settlement function in cleanrooms (a result of
empirical studies in cleanrooms found byBuch and Barsch[1987]), the exposure time of
mirrors in cleanrooms could be calculated for different air-cleanliness classes. The result
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Figure 21.1: Number of particles equal to or larger than a given size versus Surface Clean-
liness Levels of MIL-STD-1246B.

 

Figure 21.2: The obscuration factor versus Surface Cleanliness Level. The area is obscured
by the particle distribution of MIL-STD-1246B.

is shown in Figure 21.3 for cleanroom classes between Class 10 and Class 100 000. It can
be used to help decide which class of cleanroom is needed for the project.
What measures were taken to satisfy these requirements?

To stay within the contamination budget, which was extremely tight for those surfaces
of the instrument that are inside the optical compartment, strict rules for the flight hardware
had to be implemented. Measures implemented to maintain cleanliness were:

• Material and component selection: materials that are high-vacuum compatible, or
stable at high temperatures, were preferred; no plasticizers were allowed.
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log(T/d)

Figure 21.3: Surface Cleanliness Level (of MIL-STD-1246B) versus time of exposure in
laminar flow cleanrooms of Classes 10 to 100 000 (FED-STD-209D).

• Outgassing tests of all components that contained organic parts: components had
been subjected to detailed outgassing tests at increasing temperatures, including
chemical identification of outgassing species. If the component was found to be ac-
ceptable, the conditioning procedure (bake-out temperature and time) was derived
from this test.

• Precision cleaning of all flight hardware: cleaning procedures have been written for
different types of hardware according to their compatibility with cleaning solvents.

• Vacuum baking and purging cleaning of all parts and components after cleaning:
after they had been cleaned, all components were placed in a vacuum oven with
an oil-free roughing pump (membrane pump) and purged with dry, clean gaseous
nitrogen during the baking process. This turned out to be more effective than high-
vacuum baking.

• Cleanroom facility (Class 100): the time of exposure of optical parts in the clean-
room during integration and alignment tests made the use of a Class 100 cleanroom
a requirement. Such a cleanroom was used for the integration of all flight hardware
components.

• Charcoal-filtered cleanroom air: the air circulation system of the cleanroom was
equipped with charcoal filters to avoid organic contaminants in the cleanroom air.

• Oil-free pumping systems for test and calibration systems: all vacuum systems had
oil-free pumps.

• Packaging in clean bags: hardware was always packed in cleanroom bags for stor-
age.

• Purging of the instrument whenever possible with dry N2 (Grade 5.0, corresponding
to a relative purity of 99.999 %).
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How were these measures verified?
A variety of control and verification methods had to be used:

• Particle counters in all cleanroom areas.

• Inspection with bright UV lamp and white-light spot beam. The UV black light lamp
was very useful for detecting fluorescing dust. Flakes or chips of metal, which do
not fluoresce under UV light, were detected by use of a bright white-light spot under
grazing incidence.

• Microscopic inspection of incoming or cleaned hardware. A UV black light was
used for visual inspection and detection of dust particles on surfaces.

• PFO monitor plates used as witness plates in cleanrooms/benches. The surface cov-
erage of the monitor plates can be evaluated by a PFO-meter.

• Use of witness mirrors and verification by IR analysis.

• QCM monitors were used in vacuum test chambers.

• Verification of surface cleanliness level by particle counts using tape-lift-sampling
(according to ASTM E 1216). The number of particles larger than a given size was
counted under a microscope and compared to the chart in Figure 21.1.

B) Would you make any changes with respect to cleanliness control for a future simi-
lar instrument?

• Given the loss of responsivity experienced during the loss-of-attitude of SOHO (see
point “E” below), there is no reason to relax the cleanliness requirements or descope
any of the efforts.

• Intensify control and verification of material selection process.

C) Would you look for changes at spacecraft level for a SOHO II? If so, which?

For a PI-payload type of mission, intensify common material selection and screening.
Make rough vacuum baking with dry pumps and purging mandatory for cleaning hardware.

D) How was stability of calibration affected by contamination?

The calibration turned out to be remarkably stable during the nominal mission time.
There was no effect of contamination until a redistribution of contaminants occurred due
to temperature excursions during SOHO’s loss-of-attitude.

E) Evidence for performance changes in flight with explanation:

During the operation of the instrument in space, no degradation due to contamination
could be detected, thus proving the effectiveness of the cleanliness efforts. After SOHO’s
loss-of-attitude, however, a loss of responsivity was found. We assume that the loss in
spectral responsivity was as indicated in Table 21.2
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Table 21.2: Relative responsivity loss after SOHO’s loss-of-attitude, measured at several
wavelengths:

He I 58.4 nm 26 %
Mg X 60.9/62.4 nm 28 %
N V 123.8 nm 39 %
NeVIII 77.0 nm 34 %
H I Ly continuum 88.0 nm 29 %

These relative responsivity changes are thought to be due to residual contamination
present inside the instrument; contamination apparently had been collected on cooler sur-
faces of the instrument structure during the preceding years. Following the loss of SOHO’s
attitude, the telescope mirror was the coldest surface, since it was not illuminated, while
its radiator faced cold space. As a result, during this time, contaminants might have been
driven off any surface that was heated while the Sun was hitting the spacecraft sideways,
and these were probably collected on the cold mirror.

21.2.4 SEM

A) Where was the cleanliness programme really effective?

Instrument design features
The instrument was designed so that all electronics were completely separated from the

spectrometer. Specifically, the electronics was located immediately under the optical bench
in an enclosed box which could slowly vent to space but not toward the optical bench.
Further, a shutter was kept in front of the solar-viewing aperture for several days so that the
instrument could outgas without sunlight polymerizing any hydrocarbons that might have
condensed on the thin-film filters in the optical train prior to spacecraft commissioning in
flight.
Were cleanliness requirements defined for the instrument sub-assemblies, optics, detec-
tors?

Cleanliness requirements were limited to storage of the instrument optical components
in a dry-nitrogen atmosphere when they were not in use.

What were the bases for these definitions? What measures were taken to satisfy these
requirements?

During calibration, all vacuum systems were oil free and during fabrication only clean
benches and filtered, air-conditioned laboratories were utilized. The basis for the modest
requirements was our previous experience in sounding-rocket missions where a compar-
ison of pre-flight and post-flight calibration consistently showed insignificant changes in
instrument responsitivity when the above procedures were followed. (With hindsight, the
evidence gained from rocket flights may not have been entirely valid for the circumstances
of a long-term spacecraft mission.)
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How were these measures verified?
The programme manager verified that the above procedures were followed. No further

checks were implemented until underflight calibration rockets were flown following the
launch and commissioning of SOHO.

B) Would you make any changes with respect to cleanliness control for a future simi-
lar instrument?

No.

C) Would you look for changes at spacecraft level for a SOHO II? If so, which?

We do not believe we could practically improve our contamination control without the
installation of a Class 100 clean room at the University of Southern California. The result
would probably be of marginal value.

D) How was the stability of calibration affected by contamination?

It seems most likely that spacecraft outgassing has been the source of our observed
(minor) degradation of instrument responsivity.

E) Evidence for performance changes in flight with explanation:

The changes in responsivity of the SOHO SEM instrument are consistent with the
deposition of a contamination layer equivalent to the absorption of a total of 15.0 nm
of carbon on our optical elements (aluminium thin-film filters) since the time our instru-
ment was delivered for integration on the spacecraft until now (1 October 2001). This is
rather little integral contamination since 1995, but its effect must be accounted for and
the responsivity must be corrected accordingly, so that we can measure the absolute solar
irradiance with an accuracy of 10 %. The sounding-rocket underflights have been neces-
sary to continue to ensure this accuracy. The contaminant deposition rate has now slowed
significantly, as has the change in instrument responsivity. Lower outgassing of the space-
craft and/or our instrument would evidently be helpful in reducing, or perhaps eliminating,
noticeable contamination-induced responsivity changes. This assumes that the spacecraft
test-chambers were not the source of apparent contaminant-driven responsivity changes.

21.2.5 UVCS

A) Where was the cleanliness programme really effective?

Instrument design features
The cleanliness programme was laid out in appropriate process-control documents that

specified a total allowable quantity of chemical and particulate surface contamination,
procedures for the cleaning of parts, allowable solvents and materials. The cleanliness
requirements on UVCS were as follows:

• For the interior of the UVCS housing and all items internal to housing, non-volatile
residue was to be< 100 ng cm−2 and particle count was to be< 8 × 104 m−2 for
sizes> 5µm.
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• For the exterior of UVCS housing and all items external to the housing, non-volatile
residue was to be< 250 ng cm−2 and particle count was to be< 9 × 105m−2 for
sizes> 5µm.

What were the bases for these definitions?
For our optics, the requirements were based on the allowable and expected UV ab-

sorption through, and UV induced polymerization of, the adsorbed layers. In addition,
the particulate levels were controlled to a low level to minimize scatter of direct sunlight
impinging on optical surfaces (e.g., the sunlight trap) within the instrument. For other sur-
faces it was based on models of outgassing, migration of material to the optical surfaces
and subsequent photo-polymerization.

Certain components, such as detectors and the structure itself, required special atten-
tion. The UVCS structure was made of Graphite Fiber Reinforced Epoxy (GFRE), which
had a non-negligible coefficient of moisture expansion. Thus it had to be kept very dry
through a rigorous purging programme. A specification for total allowable moisture ab-
sorption and appropriate test and measurement procedures were developed. The detectors’
photocathodes, which also are sensitive to moisture, were open to the ambient environ-
ment. Attempts at a continuous dry-nitrogen purge for them were made.
What measures were taken to satisfy these requirements? How were these measures veri-
fied?

To control particulate contamination, cleanrooms of Class 10 000 and cleanbenches of
Class 100 within cleanrooms were used for all assembly work. The cleanroom air-handling
systems typically used prefilters containing activated charcoal to remove hydrocarbons
from the circulating air and thereby limit the deposition of volatile hydrocarbons. To min-
imize water absorption and moisture-induced degradation, humidity was controlled, and
purging programmes were instituted as appropriate.

Special attention was paid to materials selection: only those with low or no outgassing
characteristics were used whenever possible. In cases where there were no low- or zero-
outgassing substitutes available, the quantities were limited and/or the material was en-
closed or encapsulated to prevent or limit the outgassing. Attention was paid to design de-
tails. For example, no enclosed (and therefore uncleanable) volumes or voids were allowed
in the UVCS structural elements. In addition, electronic subassemblies, which typically
run “warm” and outgas plasticizers, were vented to the exterior of the UVCS instrument,
away from optical surfaces.

Laboratory tests were carried out on the GFRE material. Samples of the material were
heated and located in proximity to optical surfaces that were simultaneously illuminated
with intense UV radiation. The UV reflectance of those optics was measured in situ as a
function of exposure time to determine if the GFRE was emitting UV-absorbing material
that was collecting on the (room temperature) optical surface. No change in UV reflectance
of the test optics was found for tests of the material used for UVCS. Special care was
taken with lubricants: in some assemblies (for example in cavities containing optical com-
ponents) none was allowed. In other cases, only those that had very low vapour-pressures
and did not contain silicone were allowed.

To drive off volatiles, cables and other parts were vacuum baked before installation.
The instrument structure was vacuum baked several times primarily to drive out absorbed
water, but this was effective in removal of other volatiles as well. The instrument was
purged with dry nitrogen gas whenever it was not actively being assembled, tested, or
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aligned. Frequent measurements were carried out of particle and molecular deposition
onto witness plates that “traveled” with the instrument.

“Washes” of some subassemblies could be directly carried out. The rinses were then
analyzed both to determine quantities of residue, both volatile and non-volatile, and, using
infrared absorption techniques, to determine its identity. Temperature-controlled quartz-
crystal microbalances (TQCMs) together with analysis of material deposited onto traps
cooled by liquid nitrogen were used during vacuum exposures of component parts and the
entire instrument to measure outgassing rates. The identity of the material deposited onto
the traps was determined using infrared-absorption measurements. Reflectance measure-
ments in the vacuum UV were carried out on the flight components themselves late in the
programme.

Based on the findings, it was decided to replace the optical elements just before final
assembly. The replacement occurred approximately ten months before launch. Finally, the
instrument was allowed to outgas in flight for one month prior to solar-UV exposure. The
idea was to allow absorbed moisture and other volatiles to escape to space before UV
polymerization was possible.

B) Would you make any changes with respect to cleanliness control for a future simi-
lar instrument?

UV detectors would have doors and be actively pumped prior to launch. There would
be time scheduled for changeout of optics immediately prior to final delivery.

The cleanliness control programme was generally successful. Consequently no part of
it can be easily identified as “excessive” or “unnecessary”.

C) Would you look for changes at spacecraft level for a SOHO II? If so, which?

Final delivery of instruments should be as close to launch as is possible. Optical com-
ponents or subassemblies could then be changed out as necessary.

D) How was the stability of calibration affected by contamination?

The UVCS end-to-end calibrations were done in June of 1995. Based on component
measurements as compared to end-to-end response, there was loss of quantum efficiency
of a factor of two for the UVCS O-VI detector and a factor of four for the UVCS Ly-α
detector. Purging of the open UV detectors was therefore only marginally successful.

In flight we have carried out observations of a number of stars and compared our in-
tensity measurements, based on the June 1995 calibration, to those of other instruments
on other spacecraft. In general, agreement within the estimated uncertainties has consis-
tently been found. Many of these observations have been repeated on a yearly basis from
the beginning of the mission. No changes have been observed. In addition we have com-
pared co-temporal and co-spatial observations of the corona to those made by Spartan 201.
Again, agreement within the uncertainty has been found.

Using the internal occulter to control the vignetting of the aperture, we have also car-
ried out measurements of the response of UVCS as a function of unvignetted aperture.
Again, except for perhaps the first 1 mm of mirror at its edge, no discernible changes in
response have been found during the mission, or compared to component-level testing.
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E) Evidence for performance changes in flight with explanation:

As mentioned above, repeated observations of the same stars (both before and after the
accidental attitude loss), have been carried out. In general we have not seen discernible
changes in UVCS response to those stars. Observation of interplanetary hydrogen Ly-α

emission as a function of unvignetted aperture indicates no measurable change during the
mission even though the mission-integrated light exposure to the mirrors has been very
non-uniform (as is required by the coronagraphic occulting system). We therefore believe
that the performance of UVCS is stable and essentially unchanged since its end-to-end test
in 1995.

21.2.6 VIRGO

A) Where was the cleanliness programme really effective?

The approach of VIRGO was a pragmatic one, no verification but stringent control of
measures:

• Very stringent requirements for materials selection.

• Degassing of all manufactured parts before assembly into sub-units or the experi-
ment in vacuum at temperatures between 60◦C and 120◦C (depending on material,
parts, etc.).

• Assembly of printed circuits in clean benches (before cleaning and degassing).

• Assembly of all sub-units and the experiment in a Class 50 000 cleanroom with
charcoal filters (hydrocarbons rather than dust were the important issue).

• After assembly, purging with grade 6 N2 (implying a relative purity of 99.9999 %)
with lowest available amount of hydrocarbons.

• When leaving the cleanroom, purging was always maintained (during tests with the
Sun and transportation to environmental tests, Assembly, Integration and Verifica-
tion (AIV) etc.).

• Flooding at the end of the vacuum tests was always performed through the purging
line.

B) Would you make any changes with respect to cleanliness control for a future simi-
lar instrument?

No.

C) Would you look for changes at spacecraft level for a SOHO II? If so, which?

No.
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D) How was the stability of calibration affected by contamination?

Very much so. Compared to the EURECA (EUropean REtrievable CArrier) mission
the Solar Photometer (SPM) degraded much less (the observed loss of responsivity after
five years is still much less than on EURECA after nine months in space).

E) Evidence for performance changes in flight with explanation:

The loss of attitude influenced the radiometers in a way which is still not completely
understood. However it is not an issue of cleanliness.

21.3 Comments on the Measures Taken for the Individual
Instruments

21.3.1 CDS

Here the critically clean hardware was mounted inside the instrument’s optical bench,
with actuators mounted outside, and coupled to an internal movable mirror or slit by flexi-
ble couplings. The optical bench was purged with dry gas until launch to minimize ingress
of contaminants. The shutter function was provided by a pair of doors mounted on the
front face of the instrument exterior.

21.3.2 EIT

The evacuated telescope was a good choice for this experiment. External contamina-
tion thus was no threat to performance after assembly (apart from periods when the door
had to be opened for functional testing). The low pressure was also imposed by the need
to minimize stresses on the thin-film filters during launch.

The moderate vacuum was, however, a nuisance at spacecraft level, particularly once
the spacecraft was integrated with the launcher. Also, the vacuum was not quite good
enough to remove all effects of moisture on the detector performance.

A bad feature for cleanliness was the necessity for two actuators to drive filter wheels
inside the telescope volume, because the windings and lubricants of the actuators are a
likely source of molecular contamination. The CCD detector was moreover the coldest
item within the telescope and the history of operations shows that periodic warming to
+30 ◦C was necessary to restore performance. A higher bake-out temperature might have
been beneficial.

21.3.3 LASCO

This instrument was less sensitive to molecular contamination since it was designed
for visible light. This allowed the three telescopes to contain mechanisms with low risk of
polymerising deposited outgassing beyond the first optical element since that blocked UV.
The front surface of that element obviously was exposed to the full solar spectrum but was
itself protected by the shutter door while outgassing materials on the Sun-facing side were
limited in number and could be carefully selected. Continuous purging was applied.
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21.3.4 MDI

As in LASCO, the first window of MDI limited transmission of short wavelengths (in
fact to a 5-nm bandpass in red light) and, like CDS, MDI had an internal optical bench
although this was mainly for thermal control. These measures limited the sensitivity to
molecular contamination almost entirely to the front face of the entrance window and to
the cold CCD.

21.3.5 SEM

SEM did suffer some performance loss as if acquiring a carbon deposit. This instru-
ment was a late addition to SOHO’s payload and was fitted in a non-ideal location looking
along the surface of a thermal blanket with a poor view of space and so was warmer than
is usual.

21.3.6 SUMER

SUMER elected to have two optical compartments. The first accommodates a primary
mirror in full sunlight which as a consequence is quite hot (at 80◦C). The second contains
a grating and two detectors, but these have low levels of illumination since there is a slit
between the two compartments. The entrance door of the instrument has a window that
transmits sufficient visible and infrared light to ensure that the primary mirror is at the
highest temperature found in the instrument.

21.4 Concluding Remarks

In trying to eliminate the degradation of the radiometric responsivity of the SOHO
instruments, a suitable design was paramount. The main measures taken by the larger
(EUV) instruments were:

• Ensuring that optics were well separated from potential contamination sources,

• a careful selection of materials,

and before proceeding with the assembly:

• Vacuum baking of relevant items with monitoring of the outgassed products.

Instrument designers also attempted to budget for contamination effects though this
is difficult to do with much confidence for the VUV, given the limited knowledge of the
character of the deposited materials. This was a particularly delicate problem when the
detector had an open (exposed) photocathode whose photo-electron emission could be
modified by the deposition of extraneous materials.

More detrimental to the stability of calibration is the effect of scrubbing of the channel
plates in the open detectors of SUMER and CDS. This makes continuous compensation for
gain degradation necessary. Only with regular calibration comparison measurements (JOP
Intercal01) was this possible. For the SUMER detectors, the gain degradation led to un-
timely blindness because not enough high voltage was available from the electrical power
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supply unit to compensate for all the decrease in gain. In future missions, such inherent in-
stability of the channel plate detectors can only be avoided if channel plate detector heads
are scrubbed under vacuum and kept sealed under vacuum by a cover which can be opened
for calibration and mission deployment. Such a cover mechanism was originally planned
for one of the SUMER detectors but fell victim to schedule constraints.

Venting of a detector compartment to a less critical one carries the risk that venting
flows might reverse under some circumstances. This is avoided most easily by providing
a positive purge gas flow from the optical compartment. An overpressure in the optical
compartment can be supported, as it was done in SUMER, by sealing the detectors around
the rim of their front faces.

CDS and SUMER stress that cleanliness control must be considered early in the pro-
gramme and must be adequately funded. Materials selection can consume much test time
before selection can be confirmed. A common test programme might be valuable even
before instrument phase B commences. This is supported by the answers to the question
about spacecraft improvements.

With the exception of the consequences of the period when attitude control was lost and
large temperature excursions occurred in most experiments, the radiometric responsivity
of the SOHO instruments was essentially stable in flight. The measures taken to maintain
a clean spacecraft and clean instruments have been very successful.
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du rayonnement synchrotron (entre 10 et 100 nm), PhD Thesis, Univ. Paris-Sud, IAS,
Orsay, 1995.



310 21. CLEANLINESS WORKING GROUP REPORT



— 22 —

CDS and SUMER Intercalibration Working
Group Report

ANUSCHKA PAULUHN

International Space Science Institute
Bern, Switzerland

JAMES LANG

Rutherford Appleton Laboratory
Chilton, Didcot, Oxfordshire, UK
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During the entire SOHO mission the performance of both the CDS and SUMER in-
struments has been well monitored, and additionally their intercalibration programme has
been realised thoroughly. Therefore, special emphasis has been set on the discussion and
refinement of the results of the CDS-SUMER intercomparison. During the workshops, and
beyond in several individual teams, known problems and questions were brought forth,
new ideas were discussed, corresponding action items were formulated and their results
evaluated. The following gives a short summary of the main elements of the group’s work.

22.1 Introduction

The aim of the CDS-SUMER splinter group is to identify and discuss questions and
future work to complete the intercalibration between the two instruments. Intercalibra-
tion between CDS NIS-2 and SUMER detectors A and B based on the Intercal01 mea-
surements has been published inPauluhn et al.[2001]. Among the topics and questions
discussed in the working group were

• possible instrumental effects, especially for HeI where the discrepancy between the
instruments was largest,

• intensity dependent effects,

• variability of HeI with the solar cycle,

• CDS wide slit burn-in correction,

• cross-check of the CDS GIS-4 calibration by comparison with SUMER at 77.0 nm,

• responsivity changes after SOHO’s loss of attitude.

22.2 Instrumental and Data Processing Effects

In order to check that the CDS data had been correctly processed, taking into account
the most recent flatfield corrections, all CDS Intercal01 data were reprocessed indepen-
dently. No significant differences were detected apart from the last data point which had
been burn-in corrected twice. This lead to a downward correction of the corresponding
CDS intensities bringing it into better agreement with SUMER.

Although the wide slit burn-in correction to the flatfield procedure had been correctly
implemented for the Intercal comparisons with SUMER, this effect had not been taken
into account for the comparisons of irradiance in the work ofBrekke et al.[2000] which
was used to determine the CDS responsivity calibration. Application of this correction has
resulted in a new CDS NIS calibration (Version 4). At 58.4 nm this increased the CDS
responsivity by 15 %, bringing the measurements into better agreement with SUMER.
(The responsivity increase for the other wavelengths was smaller and amounted to 12 %,
7 %, and 4 % at 60.9 nm, 62.4 nm, and 63.0 nm, respectively.) Table 22.1 shows the
comparisons of the measurements as published inPauluhn et al.[2001] and as obtained
implementing the above corrections. The relative differences of CDS and SUMER for
the post-recovery period (last two columns of Table 22.1) have been calculated using the
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Table 22.1: Average relative differences between the CDS and SUMER time series(CDS-
SUM)/CDS (in %). Shown are the values as obtained with the old calibration (CDS Ver-
sion 3 and SUMERepoch 7) and the newest calibration (CDS Version 4 and SUMER
epoch 9), old H⇒new.

wave- Mar96–Aug96 (I) Sep96–Jun98 (II) Nov98–Jul00 (III)
length / nm SUM corr. wl dep. SUM factor 1.45

58.4 33H⇒ 23±5 38H⇒ 28±9 43H⇒ 33±5 39H⇒ 28±5
60.9 7H⇒–13±8 2H⇒–12±11 0H⇒–19±18 –7H⇒–22±18
62.4 16H⇒ –7±9 9H⇒ 0 ±16 5H⇒–11±12 –6H⇒–24±11
63.0 – – –4H⇒–17±19 –15H⇒–30±19

individual wavelength dependent correction factors (as given inScḧuhle et al.[2001]) as
well as the average correction factor over all wavelengths resulting in an average loss of
efficiency of 31 % for the SUMER detector (as used inradiometry.pro).

Effects of blending from unidentified lines were discussed, particularly in relation to
the OV line at 63.0 nm. For SUMER, this could most probably be excluded after repeated
inspection of the line spectra and as measurements made on the different detector parts
(bare and KBr) had indicated before.

22.3 Intensity Dependent Effects

To search for intensity dependent effects, the highest and lowest 20 % of each image
taken in Intercal01 have been compared separately. The difference between CDS and
SUMER intensity measurements was found to be greater in the lower intensities by about
10 to 15 %. Degrading the SUMER images to CDS resolution (seePauluhn et al.[1999])
explained the differences.

22.4 Variability of He I with the Solar Cycle

One possible calibration technique for tracking the degradation of the SOHO instru-
ments is the observation of quiet Sun regions on a regular basis because it has been thought
that the quiet Sun radiance could have a constant value, independent of the 11-year solar
cycle activity. However,Scḧuhle et al.[2001] report for the SUMER quiet Sun calibrations
that the quiet Sun radiances appear to have significant 11-year solar cycle variability. They
show for the quiet Sun observations during the SOHO mission that the coronal and tran-
sition region emissions have about a factor of two increase at solar maximum and that the
chromospheric emissions have less variability. Are these SUMER quiet Sun variations real
quiet Sun variations, could instrument artifacts affect the measured quiet Sun variations,
or could active network be contaminating the region considered to be quiet Sun?Scḧuhle
et al. [2001] studied the effects of instrument degradation and conclude that the quiet Sun
variations, measured at several different wavelengths, are not likely to be related to any
known instrument artifacts.

To study any possible contribution of active network to the quiet Sun measurements in
the Intercal01 data, EIT 30.4 nm images at the corresponding raster image positions were
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Figure 22.1: The intensity ratios in panel A, which are relative to the assumed quiet Sun
intensity, are derived from the EIT 30.4 nm images at the location of the the SUMER-CDS
ICAL 01 slit areas. The flat trend of this ratio indicates that the SUMER-CDS ICAL01
slit areas were indeed located over quiet Sun regions. The assumed quiet Sun intensity, as
shown in panel B, is the peak of the intensity histogram from the EIT 30.4 nm images.
The trend of the quiet Sun intensity includes effects of EIT instrument degradation and
any true quiet Sun intensity changes; however, the instrument degradation is the dominant
trend.

studied.Worden et al.[1999] show that the EIT 30.4 nm images have a high contrast for the
active network. The EIT full-disk images, typically one per day was selected for this study,
are first rotated to the time of the calibration measurements, using the EIT image obtained
closest to the CDS and SUMER observations. Then the EIT image intensity histogram is
analyzed to determine the quiet Sun relative intensity, which is assumed to be the peak in
the intensity histogram. Finally, the region over the Intercal01 areas in the EIT image is
averaged and compared to the quiet Sun relative intensity. The ratio of the intensity over
the Intercal01 region to the quiet Sun intensity is essentially unity throughout the SOHO
mission, with standard deviation of only 2 % (see Figure 22.1). This indicates that the joint
observations have a very minor contamination of active network.
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22.5 CDS Wide Slit Burn-in Correction

The CDS flatfield correction for the wide slit burn-in is based on the long-term be-
havior of the HeI 58.4 nm line at disk center. The central raster from the daily synoptic
observation is processed to produce a daily average value. To avoid active latitudes, only
the central 2′ of the slit height are used. Without a correction for the wide slit burn-in,
the long term behavior of these daily average values is a slow decline. As the solar cycle
advances, the distribution of values splits into two populations. One population continues
the slow, steady decline. The second population consists of a much broader distribution of
values representing areas of more active Sun. This second group always lies above the first
group, never below. The wide slit burn-in correction is chosen to flatten the first distribu-
tion, i.e. the statistically quieter areas rotating through disk center. The corresponding OV

63.0 nm daily average values are used to cross-check the procedure.

22.6 Cross-check of the CDS GIS-4 Calibration by Com-
parison with SUMER

Following recent checks of the performance of the GIS detector, burn-in (often also
called long-term gain-depression) effects were found. This reduces the detector count-
rates and yields a correction of about 15 % in mid 1997 and of nearly 40 % at the end of
2001 at 77.0 nm. Comparing the CDS GIS-4 and the SUMER measurements at 77.0 nm, an
average increase of the GIS efficiency by a factor of 2.6 gives consistent results [Pauluhn
et al., 2002].

22.7 Responsivity Changes after SOHO’s Loss of Attitude

SUMER’s responsivity changed as described inPauluhn et al.[2001] andWilhelm et
al. [2002], the CDS NIS-2 instrument showed no change of responsivity after SOHO’s
attitude loss [Lang et al., 2002]. The NIS-1 and NIS-2 second order, as well as the GIS
change are under investigation.
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The aim of the Irradiance Working Group for the SOHO Inter-Calibration Workshop
was to validate the SOHO Vacuum Ultraviolet (VUV) instrument calibrations by inter-
comparing full-disk irradiance results obtained with SOHO EUV instruments and, where
possible, compare results with instruments external to SOHO. For many of the instru-
ments, full-disk irradiance measurements are not the primary objective of instrument de-
sign. As such, almost all instruments required atypical observing modes in order for their
data to be compared with observations from other instruments. While different instruments
on SOHO provide irradiance measurements in a variety of spectral regions, comparisons
were possible in overlapping wavelength bands. All comparisons are normalized to their
1 AU values. A general description of how irradiance measurements are compiled for each
instrument and a summary of the comparisons are provided in this report. The irradiance
measurements from SOHO are available for VUV wavelengths from 1 nm to 154.8 nm.
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23.1 Introduction

The SOHO payload contains a complement of instrumentation to provide high spec-
tral and spatial resolution of EUV radiation from the solar disk and corona, and to measure
the absolute flux of the electromagnetic radiation covering the wavelength range from the
EUV through the visual radiation region. Originally, the SOHO instruments that were to
provide measurements of the solar irradiance, that is the radiation integrated over the full-
disk of the Sun, were SUMER, CDS, UVCS, EIT, VIRGO, and to an extent, SWAN. Due to
the nature of observations and science objectives of VIRGO and SWAN, these instruments
were not considered by the working group which limited the inter-comparisons to direct
solar irradiance observations in the EUV region. Measuring the absolute solar irradiance in
the EUV regime can be difficult as this region is known to be highly variable and detectors
tend to degrade (for various reasons). As such, the SOHO Science Working Team recog-
nized from the beginning that potential drift in responsivity of optical instrumentation over
the duration of the SOHO mission was of particular concern. An in-flight validation was
necessary of the calibrations performed on the ground long before the mission. A dedi-
cated SOHO Inter-Calibration Working Group was installed early in the project to initiate
programs to cross-calibrate the instruments, and to monitor their performance in flight.

Since no calibration sources are on board, the Sun must be used as a common target
for inter-comparisons. Comparisons of the solar radiances measured by different, but over-
lapping, channels of the same instrument, different instruments on SOHO, and other ex-
ternal instruments have proven to be important techniques for the validation of the SOHO
measurements. When comparing solar radiances measured by different instruments, it is
important to view the same surface feature or features on the Sun at the same time because
the activity on the Sun is very dynamic over all timescales [e.g.,Solanki, 2002]. Observa-
tions of the quiet-Sun network, even those taken at different times and different locations,
can also provide useful comparisons, once proper corrections are included. In any case,
corrections must first account for the different spatial and spectral resolutions of the in-
struments; otherwise, the variations across a surface feature and effects of spectral band
width will more likely dominate the differences in a comparison than the differences re-
lated to the pre-flight calibrations. Another approach to validate the SOHO measurements
is to perform comparisons of the full-disk solar irradiance. Such comparisons require a
special operating mode for high spatial resolution spectrometers since they must scan their
slit over the full disk, which is typically accomplished over several hours. For these solar
irradiances, there is often a sacrifice of spatial resolution and/or spectral resolution in order
to limit the experiment time and the telemetry downlink data-volume.

Inter-Calibration Joint Observing Programs (ICAL-JOPs) were designed to facilitate
the inter-calibration of various instruments. ICAL-JOPs used common target areas on the
Sun or in the corona, and/or used the irradiance of the full-Sun for comparisons at the com-
mon wavelength bands. While the observations of common areas on the Sun are performed
regularly, the full-Sun irradiance observations have unfortunately not been scheduled for
inter-calibration purposes, except for rare occasions of calibration rocket underflight cam-
paigns. The comparison of instrument responsivities by irradiance measurements thus re-
lies on data obtained on those occasions where the full-Sun irradiance was measured by the
multiple instruments at or near the same time. On request of the SOHO Inter-Calibration
Working Group (SICWG) at the 5th SOHO Science Working Team (SWT) meeting at
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ESTEC in November 1990 the following recommendation to the scientific community in
general was issued by the SOHO SWT Executive Meeting.

“The SOHO Prime Scientific Objectives would benefit from EUV relative
and absolute radiometric calibration updates for certain SOHO experiments
(CDS, SUMER, EIT, UVCS, SWAN and CELIAS). A secondary benefit would
be for absolute radiometric measurements of EUV solar irradiance for aeron-
omy. The SOHO SWT will recommend the most appropriate instrumentation
and/or supporting missions.”

To address this objective, a Solar EUV Monitor (SEM) was added to the SOHO suite
of EUV instruments, hosted by the original SOHO/CELIAS instrument. The basic premise
for inter-calibration was that the inclusion of an independent solar EUV monitor to con-
tinuously measure the total EUV flux on board SOHO would make the Sun itself available
as a transfer standard for irradiance inter-comparisons at any time of the mission.

23.2 Applications of Calibrated Irradiance Data

Besides the usefulness of calibrated irradiance data for inter-comparisons and calibra-
tion validation, absolute solar irradiance data have applications in basic scientific research
and recently in commercial applications. While it is not the intent of this paper to compre-
hensively cover all aspects of irradiance applications, a few examples are provided so the
reader may better understand the importance of accurately calibrated solar irradiance data.

The solar spectral irradiance in the VUV is an important source of energy for aero-
nomic processes throughout the solar system. The solar VUV photons are absorbed in
planetary and cometary atmospheres, as well as throughout the heliosphere, via photodis-
sociation of molecules, photoionization of molecules and atoms, and photoexcitation in-
cluding resonance scattering (e.g., seeChamberlain[1978]). Additionally, the Sun, a main
sequence G2 V star, is the only star which can be observed without interstellar absorption,
and thus provides an excellent stellar source for comparison of theory with data.

The VUV radiation, which photoionizes the neutral atmospheric constituents, partici-
pates in the formation of the ionosphere. The photoelectrons created in this process interact
further with the neutrals, leading to further excitation, dissociation, and ionization. The ki-
netic energy of the fragments produced in the absorption processes drives the atmospheric
heating. The absorption of the solar UV also initiates many atmospheric chemical cycles,
such as the chemistry of water vapor, ozone, and nitric oxide in the Earth’s atmosphere
(e.g., seeBrasseur and Solomon[1986]).

As a specific example, the chemistry cycle of ozone in the Earth’s stratosphere consists
of the creation of ozone via the photodissociation of molecular oxygen followed by the
combination of the atomic oxygen with molecular oxygen, followed by the destruction of
ozone via direct photodissociation. All atmospheric processes are wavelength dependent
and are expected to be as variable as the intrinsic wavelength dependent solar variability.
Therefore, accurate measurements of the solar UV spectral irradiance, along with an un-
derstanding of the solar physics which produces its variability, are important for detailed
studies of the Sun and its interactions with solar system objects.

Calibrated solar irradiances from SOHO and other spacecraft are incorporated into
empirical models and have made significant improvements to the accuracy of those mod-
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els. SOHO SEM data, for example, have been incorporated into the SOLAR2000 model
[Tobiska et al., 2000] and have improved the average of correlation coefficients across the
EUV spectrum from 0.83 nm to 0.97 nm between versions 1.05 and 1.16 of that model.
Improved solar irradiances are used in operational atmospheric density models for satellite
drag. They are also used in ionospheric models to produce electron density profiles for HF
radio signal propagation and total electron content (TEC) for GPS signal uncertainties.

23.3 Irradiance Measurements

The SOHO solar irradiance measurements are obtained from the SEM, CDS, EIT, and
SUMER instruments and they are summarized in this section. In addition, the irradiance
observations from instruments external to SOHO are briefly described here.

23.3.1 SEM Solar Irradiances

The CELIAS/SEM instrument aboard SOHO continuously monitors the EUV solar
irradiance in an 8 nm wavelength band centered at 30.4 nm (first order), and in a broad
wavelength band between 0.1 and 50 nm (central order) [Judge et al., 1998]. The SEM
has been operating continuously throughout the SOHO mission providing irradiance mea-
surements in its two band passes with a time cadence of 15 s. For comparisons with other
SOHO instruments, SEM 15 s observations are averaged over the observing period of the
instrument with which its data are being compared. In the case of CDS and EIT inter-
comparisons, the SEM values used were daily averages. The relative standard uncertainty
in absolute flux for each channel is approximately 10 % [McMullin et al., 2002]. The data
show evidence of persistent solar EUV/soft X-ray active regions throughout this solar cy-
cle, which appear in the data base as both 27-d and short-term (minutes to hours) solar
EUV irradiance variations.

23.3.2 CDS Solar Irradiances

The CDS irradiance measurements are described in a separate report [Thompson et al.,
2002]. Since CDS has a small field of view, continuous monitoring of the full solar disk
irradiance is not possible. Instead, special irradiance measurements, where the CDS slit
is stepped over the entire solar disk, have been made on an approximately monthly basis
since March 1997. Most recently, this has been increased to about once every two weeks.
Each observation takes more than thirteen hours to complete. The full spectral range of
the CDS Normal Incidence Spectrometer (NIS) is observed, so that the irradiance in each
emission line can be extracted by fitting the line shape. The relative standard uncertainty
in the CDS absolute calibration ranges from 15 % to 25 %, depending on the wavelength
observed. When the uncertainties in the flatfield corrections are included, this rises to val-
ues of 20 % to 30 %. Along with the irradiance values, low resolution images of the Sun
can be obtained at the stronger solar lines.
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23.3.3 EIT Solar Irradiances

The Extreme-ultraviolet Imaging Telescope (EIT) on SOHO provides wide-field im-
ages of the corona and transition region with 2.6′′ pixels at up to 1.4 solar radii. The tele-
scope uses two normal-incidence, multilayer-coated optic mirrors to define four spectral
bandpasses. The response is selected to peak on emission lines produced either in the tran-
sition region (HeII 30.4 nm), quiet corona (FeIX /X 17.1 nm and FeXII 19.5 nm), or hotter
corona (FeXV 28.4 nm). Full-Sun images in each of these bandpasses have been obtained
daily over the SOHO mission thus far, except for brief periods and SOHO attitude losses.
Broadband irradiances that are useful for examining trends over the solar cycle are deter-
mined by simple summing of all pixels in these images. A method [Cook et al., 1999] has
been developed to construct differential emission measure (DEM) maps, using EIT images
from the four channels, over the temperature range log T/K = 4.6 to 6.5. A DEM map is an
individual DEM curve for each pixel in the field of view, which reproduces the intensities
in the four EIT channels for that pixel. Using these maps one can model individual lines
(e.g., HeII 30.4 nm) or an instrumental bandpass (e.g., SEM 26 nm to 34 nm) to produce
absolutely calibrated intensities. This DEM modelling tool has been used to calculate full-
disk, absolutely calibrated, EUV irradiances over the SOHO mission thus far [Newmark et
al., 2002].

23.3.4 SUMER Solar Irradiances

SUMER irradiance measurements have been performed by integrating raster scan im-
ages of the full solar disk at certain wavelengths of strong solar lines. These scans were
only performed while the telescope raster mechanism was still fully operational, that is,
before October 1996. Irradiance estimates in many lines in the SUMER wavelength range
were also obtained during SOHO roll manœuvres. In order to acquire the irradiance of
the Sun, the spectrograph entrance slit of 1′′×300′′ was scanned in east-west (and reverse)
direction in a way that the solar disk was covered in eight overlapping swaths. One such
measurement takes several hours. The irradiance at each wavelength was determined by
integrating the intensity in the line after subtraction of continuum background signal for
scans with full spectral information.

23.4 Comparison Results

The results from the irradiance comparisons are broken down into three sections: solar
EUV comparisons between CDS, EIT, SEM, and SUMER on SOHO, solar EUV compar-
isons between the SOHO instruments and three EUV rocket experiments, and solar VUV
comparisons between SOHO SUMER and UARS SOLSTICE. With irradiance compar-
isons, the corrections for different spectral resolution are important and have been incor-
porated in the comparisons of the measurements from different instruments. The compar-
ison of solar irradiances between the SOHO UV instruments and instruments external to
SOHO is the focus of this paper.
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23.4.1 Solar Irradiance Inter-comparisons on SOHO

Between SOHO instruments, EUV irradiance values were compared in two distinct
groups. The first was between CDS, SEM and EIT which identified an overlapping region
where EUV irradiance comparisons between all three instruments could be made. The
second comparison group was between CDS and SUMER at specific VUV lines.

23.4.2 CDS-SEM-EIT Comparisons

Thompson et al.[2002] describe the comparison of the CDS irradiance measurements
with those from SEM and EIT. The individual spectral lines observed by CDS are com-
bined to reconstruct the SEM bandpass of 26 nm to 34 nm. The part of the SEM bandpass
not observed by CDS is simulated through a DEM analysis of the CDS spectrum. The
CDS 26 nm to 34 nm irradiances are approximately 5 % to 15 % lower than those derived
from the SEM measurements, when the CDS or EIT spectral shapes are taken into account.
Also, the CDS irradiances are 5 % to 30 % lower than the EIT values. The irradiances from
all three instruments agree within their uncertainties. CDS and EIT are in good agreement
over how much of the SEM signal is due to the HeII and SiXI lines at 30.4 nm.

23.4.3 CDS-SUMER Comparisons

CDS/SUMER irradiance comparisons were performed in 1996, during solar minimum.
SUMER observed the irradiance in the HeI 58.4 nm line on 2 March, and the OV 63 nm
line on 14 June, which are compared to CDS observations on 24 April and 12 June, re-
spectively. The CDS observations are not the normal irradiance measurements, but full-
Sun images in a few selected lines. The on-board compression of these data summed over
the line profile, so special software was developed to apply the appropriate calibrations to
these data. However, these observations overlap with the regular irradiance observations
which started up the following year, when the two CDS observation sets are consistent to
within a few percent for these two bright lines. The CDS and SUMER irradiances for HeI

58.4 nm agree with each other to within 10 %, with the CDS irradiance slightly higher than
the SUMER value. However, CDS observes an irradiance for the OV 63 nm that is about
35 % lower than that measured by SUMER. This is just consistent within the combined
uncertainties of the two measurements. More information on these comparisons can be
found inWilhelm[2002] andWilhelm et al.[2002].

23.4.4 SOHO Solar Irradiance Comparisons with Other Instruments

Throughout the SOHO mission there have been simultaneous irradiance measurements
made by other instruments that can be used for comparisons. The SOLar STellar Irradiance
Comparison Experiment (SOLSTICE) aboard the Upper Atmosphere Research Satellite
(UARS) has been making daily measurements of the solar UV irradiance since October
1992 [Rottman et al., 1993;Woods et al., 1993]. The SOLSTICE instrument is designed
to measure the solar UV irradiance from 119 nm to 420 nm with 0.1 nm to 0.2 nm spec-
tral resolution. The pre-flight calibrations for SOLSTICE are primarily based on the direct
calibrations at the NIST SURF, and the in-flight calibrations are based on stable (main
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Table 23.1: Solar UV Irradiance Comparisons for SOHO instruments.

Event Date Wavelength Photon Irrad. Instrument
/ nm / (s−1 m−2)

LASP Rocket 15 May 1997 26 – 34 1.24× 1014 SOHO SEM
1.03× 1014 LASP Rocket EGS

LASP Rocket 2 Nov 1998 26 – 34 1.27× 1014 SOHO SEM
0.93× 1014 LASP Rocket XPS

SUMER Cal Jun 1996 NV 123.8 5.67× 1012 SOHO SUMER
6.59× 1012 UARS SOLSTICE

SUMER Cal Feb and Jun 1996 CIV 154.8 6.02× 1013 SOHO SUMER
6.79× 1013 UARS SOLSTICE

sequence, early-type O, B) stars using the same optical elements used for the solar mea-
surements. The total measurement accuracy of the SOLSTICE solar irradiances is 3 % to
5 %, which has been validated by several other solar UV irradiance measurements [Woods
et al., 1996].

The high accuracy of the UARS SOLSTICE solar UV irradiances [Woods et al., 1996]
is useful for validating the SOHO SUMER measurements. The comparison of the solar UV
irradiance measurements from SOHO SUMER in 1996 to the UARS SOLSTICE, as listed
in Table 23.1, shows deviations less than 14 %, which are well within the combined un-
certainties of the two instruments [Wilhelm et al., 1999].Wilhelm et al.[1999] present the
comparisons of the NV 123.8 nm and CIV 154.8 nm irradiances obtained in February and
June 1996. An important aspect of these comparisons is the correction of the line blends,
especially for the SOLSTICE instrument, which has a lower spectral resolution of about
0.1 nm versus the SUMER resolution of about 4 pm. The comparisons of the NV and CIV

irradiances indicate that the SUMER measurements are lower than the UARS SOLSTICE
measurements by 14 % and 11 %, respectively. These irradiance comparisons, along with
a SUMER radiance comparison from 120 nm to 156 nm, suggest that the SUMER results
could be too low by 10 % to 15 % [Wilhelm et al., 1999].

During the SOHO mission, there have been two measurements of the solar extreme ul-
traviolet irradiance by sounding rocket instruments from the Laboratory for Atmospheric
and Space Physics (LASP) at the University of Colorado (CU). These LASP rocket mea-
surements were made on 15 May 1997 and 2 November 1998 using two EUV irradi-
ance instruments built as prototype instruments for the Solar EUV Experiment (SEE) for
the NASA Thermosphere Ionosphere Mesosphere Energetics Dynamics (TIMED) satellite
[Woods et al., 1998]. One of these instruments is the EUV Grating Spectrograph (EGS).
The EGS instrument is a normal-incidence, Rowland-circle grating spectrograph with a
64×1024 CODACON detector. The EGS is designed to measure the solar EUV irradiance
from 25 nm to 195 nm with a spectral resolution of 0.17 nm per detector anode. The EGS
is calibrated directly at the NIST SURF and has a total measurement accuracy of about
10 %. The other instrument is the XUV Photometer System (XPS), and it is a set of twelve
Si photodiodes with thin-film coatings to measure the solar X-ray ultraviolet (XUV) irra-
diance from 1 nm to 35 nm with each diode having a bandpass of about 7 nm. Some of
these photometers are calibrated at NIST SURF, and some are calibrated at PTB BESSY,
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and the total measurement accuracy ranges from 7 % to 30 %. The other instruments on
the LASP rocket payload are described byWoods et al.[1994].

The LASP rocket measurements of the solar EUV irradiance, with an accuracy of
about 10 %, are useful for SOHO instrument validation. In the case of the SOHO CDS
instrument, the May 1997 rocket measurement is used to adjust the calibration for the
CDS NIS [Brekke et al., 2000]. This comparison between EGS and CDS NIS showed that
the original CDS irradiance values were about a factor of two higher than the rocket results.
Because other pre-flight calibration analysis showed that the CDS NIS responsivity should
be higher,Brekke et al.[2000] report the new CDS NIS responsivity corrections based on
the comparison to the LASP rocket measurement, and these corrections have been adopted
by the CDS project. In the case of the SOHO SEM instrument, the comparison to the 15
May 1997 rocket measurement, as listed in Table 23.1, indicates that the SEM 26 nm to
34 nm photon irradiance (1.24×1014 s−1 m−2) is 20 % higher than the LASP rocket EGS
measurement. The uncertainty of the LASP rocket EGS measurements at 30 nm is about
30 %; this larger uncertainty is related to lower responsivity near 30 nm for both the rocket
EGS and XPS instruments. With the SEM uncertainty of 10 %, this comparison between
SEM and the LASP rocket measurement is within their uncertainties. A similar result, as
indicated in Table 23.1, is found for the comparison of SEM and the LASP rocket XPS
measurement on 2 November 1998; that is, the SEM 26 nm to 34 nm irradiance value is
larger than the rocket measurement.

23.5 Conclusions

Through the course of examining the SOHO data available, as presented in this re-
port, it is clear that the solar spectral irradiances from SOHO VUV instruments, with
few exceptions, are in good agreement with each other and with irradiance measurements
external to SOHO within their instrument uncertainties. One conclusion of the SOHO
Inter-Calibration Irradiance Working Group is that the calibrations used in the production
of solar irradiance values for the SOHO instruments have been validated to within the
combined uncertainties of the instruments. It should also be noted that this report is not
meant to replace the detailed calibration papers and reports that have been produced for
the individual instruments, and the reader is encouraged to review the referenced works
in this report for additional information. Another conclusion of this working group is that
the SOHO irradiance measurements provide accurate, significantly new results of the so-
lar VUV irradiance, especially important in the EUV region where very few irradiance
measurements exist.
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Möbius, E., Canfield, L.R., Vest, R.E., Watts, R., Tarrio, C., and Kühne, M., First solar
EUV irradiances obtained from SOHO by the CELIAS/SEM,Sol. Phys.177, 161, 1998.

McMullin, D.R., Judge, D., Hilchenbach, M., Ipavich, F., Bochsler, P., Bürgi, A., In-flight
comparisons of solar EUV irradiance measurements provided by the CELIAS/SEM on
SOHO, this volume, 2002.

Newmark, J.S., Cook, J.W., McMullin, D.R., Solar EUV variability as measured by SOHO
EIT, in preparation, 2002.

Rottman, G.J., Woods, T.N., and Sparn, T.P., Solar Stellar Irradiance Comparison Experi-
ment I: 1 Instrument design and operation,J. Geophys. Res.98, 10667–10677, 1993.

Solanki, S.K., Solar variability, this volume, 2002.
Tobiska, W.K., Woods, T., Eparvier, F., Viereck, R., Floyd, L., Bouwer, D., Rottman, G.,

and White, O.R., The SOLAR2000 empirical solar irradiance model and forecast tool,
J. Atmos. Solar Terr. Phys.62, 1233, 2000.

Thompson, W.T., McMullin, D.R., and Newmark, J.S., Comparison of CDS irradiance
measurements with SEM and EIT, this volume, 2002.

Wilhelm, K., Woods, T.N., Schühle, U., Curdt, W., Lemaire, P., and Rottman, G.J., The
solar ultraviolet spectrum from 1200̊A to 1560Å: A radiometric comparison between
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Given the importance of the SOHO EUV instrument calibration techniques for the
Japan/US/UK Solar-B mission, the nature of Solar-B is briefly described and the three sci-
entific instruments on board the spacecraft are discussed. The EUV Imaging Spectrometer
(EIS) instrument is described in some detail since it is anticipated that the SOHO cali-
bration techniques will have direct application to the absolute calibration of EIS. The key
scientific aims of Solar-B are presented.

24.1 Introduction

The radiometric intercalibration of the SOHO instruments is discussed extensively in
this book. The lessons learned regarding the methods for absolute calibration of Extreme-
UltraViolet (EUV) spectrometers in particular, have important applications for future so-
lar physics missions. One of these is the Japanese/US/UK Solar-B mission that is being
built with the support of the three agencies, ISAS, NASA and PPARC. Solar-B has at its
heart a large diffraction-limited Solar Optical Telescope (SOT) of 0.5 m aperture with its
associated Focal Plane Package (FPP) of instruments. There are in addition two further
instruments: the X-ray Telescope (XRT) and the EIS which are designed to provide com-
plementary information about the solar atmosphere. They study the connections between
the emerging magnetic field which originates below the photosphere and the processes
and structures that characterise the Sun’s outer atmosphere: chromosphere, transition re-
gion and corona.

Here the nature of Solar-B, its operation and the instruments are briefly discussed and
the Solar-B scientific aims and anticipated outcomes are summarized. We describe the
EIS instrument in somewhat greater depth; the methods for its calibration are presented in
detail byLang et al.[2002a].
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Figure 24.1: Schematic view of the Solar-B spacecraft. The locations of the scientific in-
struments described in the text (SOT, FPP, XRT, EIS) are indicated. The SOT forms the
main body of the spacecraft with the service module located beneath. The deployed solar
arrays (SAP) are also indicated.

24.2 Solar-B and its Instruments

The Solar-B spacecraft, which is being built and will be launched by Japan’s Institute
of Space and Astronautical Science (ISAS) in August 2005, is illustrated in Figure 24.1.
The satellite will be in a polar Sun-synchronous orbit with inclination 97.9 degrees, alti-
tude 600 km and a nominal lifetime in orbit of three years. Solar-B is a follow-on to the
highly successful Japan/US/UK Yohkoh (Solar-A) collaboration. On this occasion, ISAS
will provide the spacecraft, the launch vehicle (ISAS MV), and major elements of the sci-
entific instruments. The spacecraft is being developed by Mitsubishi Electric Corporation
(MELCO) under contract to ISAS. It points continuously at the Sun for periods of eight
months using a three-axis stabilisation system. Full-Sun illumination is interspersed with
periods of four months that include short eclipses of up to 20 minutes duration. Solar-B
has a total mass of≈ 900 kg and its two solar arrays develop a power output of 500 W at
end-of-life. Data are stored in a 3 Gbit solid state mass memory and transmitted to ground
stations during 10 minute passes at a rate of 5 Mbit/s over both S- and X-band links. The
spacecraft pointing system has a 3σ stability of≈ 0.6′′ for a 2 s period or 1.1′′ in 20 s.

As shown in Figure 24.1, the spacecraft will accommodate three major instruments: a
0.5 m Solar Optical Telescope (SOT) with its associated Focal Plane Package (FPP), an
X-ray Telescope (XRT) and an EUV Imaging Spectrometer (EIS).

This coordinated set of optical, X-ray and EUV instruments will investigate the in-
teraction between the Sun’s photospheric velocity and magnetic fields (SOT/FPP) and its
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extended atmosphere: chromosphere and corona (XRT/EIS). The anticipated outcome will
be an improved understanding of the mechanisms by which solar magnetic flux emerges
through the Sun’s surface and how the constant interaction of these flux elements controls
the behaviour and variability of the Sun’s extended atmosphere. We note that the dynamic
behaviour of the high atmosphere in turn exerts a crucial influence on the near-Earth envi-
ronment.

24.2.1 Solar Optical Telescope and its Focal Plane Package (SOT/FPP)

The 0.5 m optical telescope feeds radiation to a suite of instruments (FPP) which are
designed to observe the photosphere in visible radiation with a pixel size of 0.05′′ to 0.08′′

or 35 km to 60 km and to measure velocity and vector magnetic fields using a combination
of narrow and broad-band filter imagers and a spectropolarimeter.

The telescope will be diffraction limited at 660 nm and provide imaging from 388 nm
to 660 nm with a resolution of 150 km on the Sun. The field of view of> 200′′× 100′′ is
designed to capture an entire active region and significant portions of the surrounding quiet
network. An image stabilization system will operate to<0.02′′ to remove spacecraft jitter
over a frequency range of 2 Hz to 20 Hz. The tip/tilt mirror is linked to a correlation tracker
which employs a fast readout 50× 50 pixel CCD for image stabilization. The complex FPP
is illustrated schematically in Figure 24.2. Radiation passes through a rotating waveplate
for polarization modulation before any oblique reflections occur.

Radiation is fed in parallel to these analyzer/detector systems:

I. Narrow-band tuneable birefringent filter with≈ 0.01 nm bandwidth which provides
imaging and vector magnetograph capability and operates in the wavelength range 517 nm
to 657 nm.

II. Broad-band filter imager, operating in the range 388 nm and 670 nm, which uses inter-
ference filters with passbands of between 0.3 nm and 1.0 nm for short exposures and high
image-quality.

III. Spectro-polarimeter which obtains dual-line dual-polarization spectra (FeI

630.1 nm / 630.2 nm) for high precision Stokes polarimetry. The spectral range is 0.2 nm
with a resolution of≈ 0.0025 nm.

I andII above have a common focal plane and share a detector – a back-illuminated
Marconi Applied Technologies CCD with 2048× 4096 pixels of 0.053′′ and frame transfer
operation.

The three instruments will thus produce broad and narrow-band filter images, Dopp-
lergrams and both longitudinal and vector magnetic field measurements. The accuracy of
magnetic field measurement will be≈ 1 G to 5 G for longitudinal field and 30 G to 50 G
for transverse field with a typical measurement time of≈ 5 minutes.

The SOT/FPP science goals include studies of:
I. Magnetic Flux Transport
Observe how magnetic flux emerges, disperses and disappears from the solar surface, in-
cluding weak intranetwork fields (B< 400 G), determine whether magnetic field is gener-
ated in or near the surface, i.e., by fast dynamo action.
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Figure 24.2: Schematic diagram of the Solar-B Solar Optical Telescope and its associated
Focal Plane Package. Radiation from the 0.5 m telescope is distributed to three different
instruments through a polarization modulator and with a tip-tilt mirror used for image
stabilisation. Details are given in the text.

II. Scales of Convection
Investigate the relationship of the granulation, mesogranulation, and supergranulation.
III. Sunspots and Active Regions
Measure the vector magnetic field of sunspots and plage areas, observe the formation,
dynamics and decay of entire active regions.
IV. Upper Atmospheric Connections
Determine the consequences of the configuration of the surface magnetic field for the
structure and dynamics of the outer atmosphere.
V. Solar Cycle Evolution
Measure the effect of active regions on the solar cycle irradiance modulation.

24.2.2 Grazing Incidence X-ray Telescope (XRT)

The grazing incidence XRT is similar in construction and operation to the instrument
flown on the Yohkoh spacecraft [Tsuneta et al., 1991]. It is designed to image the coro-
nal plasma on scales ranging from elementary bright points to those of extended coronal
streamers. It also has sufficient dynamic range which, coupled with exposure control, will
allow it to accommodate both low surface brightness structures and solar flares. Its per-
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formance has been enhanced over that of the Yohkoh instrument in a number of areas.
The XRT will respond to plasma temperature over a broader range than was possible with
Yohkoh due to a somewhat different choice of filters. The instrument operates in the wave-
length range 0.2 nm to 6.0 nm. Radiation is incident on a Wolter type I telescope with
two reflections to form an image that is registered on a Marconi Applied Technologies
back-illuminated CCD with 2048× 2048 pixels of 1′′ (13.5µm) dimension. The system
is illustrated schematically in Figure 24.3. The image scale is 1′′ per pixel which is a fac-
tor 2.5 better than that of the Yohkoh telescope. With a field of view of 35′, the whole
Sun is visible when the spacecraft is pointed close to disc centre. However the system
can be operated to acquire full or partial-frame images with a corresponding improvement
in exposure cadence to a minimum value of 2 s. Individual exposure times can be in the
range 4 ms to 10 s. The chosen filters allow plasma to be sampled in the temperature range
0.5 MK to 20.0 MK.

As was the case for Yohkoh, a small, centrally mounted and accurately co-aligned
optical telescope provides visible images in the wavelength range (430± 10) nm. Use of a
shutter system allows these images to be registered on the same CCD as is used to obtain
X-ray images. This in turn allows accurate co-alignment of the X-ray image data with the
observations being undertaken by the other two instruments.

In scientific terms, the X-ray telescope will enable a similar range of scientific studies
to those undertaken by the Soft X-ray Telescope instrument on Yohkoh though with ex-
tensions arising from the enhanced angular resolution and enlarged temperature coverage.
However, like the EUV spectrometer which is discussed in the next section, the Solar-B
philosophy involves the careful use of both instruments in conjunction with the photo-
spheric measurements by the SOT/FPP to elucidate the connections between the dynamic
magnetic and velocity fields in the photosphere and the behaviour of the Sun’s extended
atmosphere.

24.2.3 Extreme Ultra-violet Imaging Spectrometer (EIS)

The EIS records solar EUV spectra that contain information on the dynamics, velocity,
temperature, and density of the emitting plasma. This instrument represents the next stage
of development in this area following on from the continuing successful operation of the
SOHO Coronal Diagnostic Spectrometer (CDS;Harrison et al.[1995]) whose calibration
is discussed in detail elsewhere in this volume [Lang et al., 2002b]. It responds in two
bands in the range of≈ 15 nm to 30 nm with an approximately ten times higher effective
aperture than that of the SOHO CDS. The enhanced throughput is achieved by i) employ-
ing multilayer-coated optics, ii) restricting the wavelength ranges covered, iii) employing
fewer reflections and iv) detecting the photons in back-thinned CCDs with high quantum
efficiencies of≈ 80 % at the EUV wavelengths of interest. Spectra are obtained with good
spatial resolution and can be observed at many locations within an entire solar structure.
The emission lines in particular are registered with sufficient time resolution to permit a
determination of the plasma dynamics and temperature as a function of position within so-
lar flare and active region loops. Use of a selectable 40′′ slot permits spectral images to be
accurately related in position to the images obtained by the Solar-B white light and X-ray
telescopes. Thus EIS is the first solar spectrometer operating below 30 nm that is capable
of obtaining high spectral resolution data with both good spatial and temporal resolution.
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a)

b)

Figure 24.3: Schematic diagram of the SOT. a) Front of the telescope assembly indicating
the location of the two-element grazing reflector and its associated entrance filters. Loca-
tion of the small on-axis white light telescope is also indicated. b) CCD assembly at the
telescope focus including the focus adjust mechanism and the cooling radiator.
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Figure 24.4: Schematic outline of the operation of the EIS instrument. Details are dis-
cussed in the text.

A simple schematic illustration of the EIS instrument is given in Figure 24.4. Solar
radiation passes through a thin (≈ 150 nm) aluminium entrance filter that is required to re-
ject visible light and thermal energy. Radiation is then collected by the primary mirror and
focused through a slit mechanism and a second filter onto a grating. Diffracted radiation
from two designated wavelength bands is finally registered on a pair of CCDs.

The instrument uses a stigmatic off-axis parabola as the primary mirror and thus can
observe a slice of the Sun≤ 8′ high along the slit. In the dispersion plane, the parabola is
scanned in 1′′ steps to enable the build-up of an image of≈ 6′ extent set by aberrations and
by the range of the fine scanning mechanism. In addition there is a coarse motion which
allows the mirror to be offset by≈ 15′.

A more detailed schematic diagram is given in Figure 24.5. The structure is fabricated
from composite panels to ensure low mass and a very low thermal expansion coefficient.
It has an overall length of 3.2 m with the other two dimensions being≈ 0.5 m. Instru-
ment mass, including the main electronic processing and power system which is mounted
in the main body of the spacecraft, is≈ 63 kg. Radiation enters from the right of the
diagram and passes through the entrance filter which is contained in a vacuum housing
and which will be maintained at≈ 0.1 atm pressure1 until the spacecraft has achieved or-
bit. This protects the very thin filter from acoustic loading during the launch phase. The
primary mirror, of 150 mm aperture, has each half of its area coated with a different mul-
tilayer which is optimized for a specific wavelength range. Radiation then passes through
a slit/slot mechanism with four positions (slits of 1′′ and 2′′ and slots of 40′′ and 250′′),
a high speed shutter for exposure control and a redundant thin aluminium light-rejection
filter. The toroidal grating, with a uniform ruling density of 4200 lines/mm and multilayer

11 atm = 101325 Pa
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Figure 24.5: Schematic diagram of the EIS instrument showing the identity and location
of the key subsystems.

coatings which match those of the mirror, is equipped with a focus mechanism for final
in-orbit adjustment. Finally the two selected EUV wavelength bands are registered by two
thinned back-illuminated CCDs of high quantum efficiency for the chosen wavelengths.
These devices, again from Marconi Applied Technologies, have 2048 pixels (13.5µm)
along the dispersion direction with 1024 pixels along the slit.

The mirror and grating combination has a spatial resolution capability of 2′′ while the
plate scale is 1′′ for each 13.5µm CCD pixel. The multilayer coatings are optimised for
two wavelength ranges namely 17 nm to 21 nm and 25 nm to 29 nm. These are discussed
in greater detail in the paper on instrument calibration byLang et al.[2002a] where the
calculated reflectivity curves are presented. Emission lines from transition region (0.1 MK
to 1.0 MK), coronal (1 MK to 3 MK) and solar flare (6 MK to 25 MK) plasmas are
included. For data of signal-to-noise ratio> 10, the spectral resolution of 0.0022 nm allows
the measurement of velocity from line centroid displacement with a precision of±3 km/s
while non-thermal line width measurement will be to an accuracy of±20 km/s following
subtraction of thermal Doppler and instrumental profiles. Under control of the shutter,
exposure times can range from< 50 ms (suitable for solar flares) through 3 s to 10 s for
strong active region lines up to 20 s to 30 s for quiet Sun emission.
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24.3 Solar-B Mission Science

The principal scientific aims of the large SOT and its sophisticated FPP have already
been listed in Section 24.2. These centre on the measurement of photospheric velocity and
vector magnetic fields with spatial resolution of≈ 150 km on the Sun’s surface. Thus on
some theoretical estimates, the mission will obtain for the first time quantitative measure-
ments of the magnetic field on scales small enough to resolve the elemental flux tubes.
Coupled with the photospheric plasma velocity measurements, it will become possible to
study quantitatively the magnetic interactions that can be seen qualitatively in SOHO MDI
data to result in the replacement of the magnetic flux above the photosphere on time scales
of approximately two days. It is also planned to use the techniques of helioseismology to
study the behaviour of the plasma below the surface of the photosphere in the convection
zone.

Based on this new and detailed understanding of the magnetic and velocity fields on
the surface, their role in controlling the Sun’s upper atmosphere, chromosphere, transition
region and corona, will be fully investigated by the simultaneous use of the other two
instruments on the payload, namely the XRT and the EIS.

The overall aims of the Solar-B mission may therefore be summarized as follows:

I. Investigate the modes of energy transfer from the photosphere through the transition
region to the corona. This will involve in particular the study of the causal relationship
between coronal phenomena and the dynamics of photospheric magnetic fields and will
require coordinated observations by all the Solar-B instruments.

II. Establish quantitatively the mechanism or mechanisms responsible for coronal heating.
This should include the understanding of quiet Sun and active region heating since the pos-
sibility that they may involve different mechanisms remains open. Candidate mechanisms
include magnetic reconnection, microflares and wave heating.

III. Determine the mechanisms responsible for a range of transient phenomena. These
include small explosive events or nanoflares, eruptions including active region outflows,
sudden prominence or coronal plasma disconnections, solar flares and coronal mass ejec-
tions. Here the focus will be on the triggering mechanisms, energy transport, mass motions
and the role of both local and global magnetic field rearrangement.

IV. Study the modulation of the solar luminosity. While interest in this topic involves a
timescale of several solar cycles, the Solar-B optical telescope is expected to be able to
establish a detailed connection between magnetic field changes and luminosity variations
for important structures in the solar atmosphere.

24.4 Conclusions

In this paper we have briefly described the Solar-B mission, its scientific aims and
its instrumentation with special emphasis on the EIS. The outstanding feature of Solar-
B clearly lies in its potential to address issues of flux emergence and plasma velocity in
the photosphere with unprecedented spatial resolution and with long-term vector magneto-
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graphic capability at high duty cycle using the SOT and its associated FPP. The availability
of two further instruments (XRT and EIS) will allow observations undertaken in the pho-
tosphere to be related in a systematic manner – in both space and time, to the behaviour of
the Sun’s extended atmosphere and to important transient events (such as flares and coro-
nal mass ejections) which may well have a significant influence for Earth’s climate and the
near-Earth space environment. The mission follows in the footsteps of the outstandingly
successful Yohkoh with the same three agency partners involved, namely Japan’s ISAS,
the USA’s NASA and the UK’s PPARC. Absolute calibration of solar spectroscopic instru-
ments is crucial for the eventual value of the acquired observational data. This paper, and
the accompanying contribution on the detailed proposal for the calibration of the EIS in-
strument, describe how the teams involved in Solar-B are facing this important challenge.
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The next Japanese solar mission, Solar-B, is due for launch in 2005. One of its three
instruments is an Extreme-ultraviolet Imaging Spectrometer (EIS). In order fully to exploit
the data obtained, a radiometric calibration is required. This paper describes the proposed
laboratory calibration, which uses the same calibrated source and other equipment as in
the calibration of the SOHO Coronal Diagnostic Spectrometer. Short overviews of EIS
and its cleanliness programme and a brief account of the calibration source are given.
Calculations of the efficiency of EIS are presented followed by sections detailing the pro-
posed calibration and the calibration uncertainty budget. The in-flight calibration situation
is discussed.

25.1 Introduction

The next Japanese solar mission, Solar-B, is due for launch in August 2005. It has
a payload of three, coordinated instruments primarily to investigate the modes of energy
transfer from the photosphere to the corona. An overview of the mission, its scientific
aims and its three instruments is presented byCulhane et al.[2002] in the preceding pa-
per. The Solar-B Extreme-ultraviolet Imaging Spectrometer (EIS) will provide emission
spectra which will allow the dynamics, temperature and density of the solar plasma to be
determined. As its name suggests, EIS operates in the extreme-ultraviolet (EUV) region
of the spectrum. This is a difficult wavelength region for the provision of a radiometric
calibration. Previously, the reported relative uncertainties of such satellite instrumentation
were, for OSO IV a factor of two [Reeves and Parkinson, 1970], OSO VI 40 % to a factor
of two [Huber et al., 1973], Skylab S082A within 40 % for a line ratio [Dere et al., 1979]
and a factor two for a line intensity [Dere, 1982] and Skylab S055 35 % above 45 nm and
a factor two below 45 nm and over most of the range covered in second order [Reeves et
al., 1977]. Most of these instruments exhibited a loss in responsivity when in orbit, and the
references given describe how this was monitored. More recently, for the Coronal Diag-
nostic Spectrometer (CDS) on SOHO,Lang et al.[2000] reported a laboratory calibration
in the 15.0 nm to 78.5 nm range with estimated standard uncertainties of around 30 %,
and this has been maintained so far for five and a half years in space. The laboratory ca-
libration proposed for EIS is based on that of CDS and is described in the present paper.
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Figure 25.1: The EIS optical layout.

Following a brief description of EIS and the cleanliness programme being undertaken, an
overview of the calibration source is given. Calculations of the EIS spectral efficiency are
then presented. The proposed laboratory calibration is subsequently described, followed
by sections on the uncertainties and the in-flight calibration situation.

25.2 Overview of EIS

To optimise its throughput, EIS was designed to have a minimum number of reflec-
tions. It consists of a telescope feeding a stigmatic spectrometer, as shown in Figure 25.1.
The telescope, which is illuminated at normal incidence, is an off-axis parabola of 15 cm
diameter clear aperture with a focal length of 1.934 m. The mirror is multilayer-coated to
improve its EUV reflectivity, each half of the mirror having Mo/Si pairs tuned to give two
wavebands, namely 18.0 nm to 20.4 nm and 25.0 nm to 29.0 nm. The mirror is articulated
allowing motion in the solar E-W direction and has a fine pointing mechanism which gives
a ±3′ image range with±0.5′′ accuracy and a coarse pointing mechanism giving a±15′

image motion with an accuracy of±3′′. The fine pointing gives a rastering capability. The
focal plane of the telescope is at the entrance slit of the normal-incidence spectrometer.
One of four slits (1′′, 2′′, 40′′ and 250′′ wide) can be chosen. The used length of the slits
is 512′′ N-S on the Sun. The holographic, laminar, toroidal grating in the spectrometer
has an average radius of 1.181 m and is ruled at 4200 lines/mm. The grating has a mul-
tilayer coating, which is matched to the primary mirror, and has a focus mechanism. The
spectrometer is used in first order, giving a dispersion of 0.165 nm/mm and a magnifica-
tion of 1.4. The radiation diffracted by the grating is focussed on to CCD detectors, one
for each waveband. The CCDs are Marconi (formerly EEV) type 42-40, thinned and back-
illuminated with 13.5 micron1 pixels, 1024 (corresponding to 1024′′) along the slit by 2048
(i.e., 4.0 nm) in the spectral dispersion direction. Only 512 pixels (corresponding to 512′′)
of the 1024 will be used, the extra being available to allow for any movements caused by
the spacecraft launch. An aluminium entrance-filter of 150 nm thickness is provided to
reject solar heat and visible radiation. Another similar filter is located in the spectrometer
near the slit and the shutter. The shutter is used to control the CCD exposures, which may
be from 10 ms to a few hundred seconds.

11 micron = 1µm = 10−6 m
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25.3 Cleanliness

The use of normal-incidence EUV optical components drives the contamination con-
trol requirements; on the other hand it is expected to ease some of the problems encoun-
tered in the radiometric calibration (cf.,Lang et al.[2000]).

The basis of the approach for EIS is to build on the experience of the flight hardware
groups from their involvement in various payloads in the SOHO programme. In partic-
ular, the EIS team are building on the work done for the CDS programme [Harrison et
al., 1995;Kent et al., 1993, 1994] by tailoring the contamination control document and
cleaning schedules to the Solar-B mission and including new cleaning schedules as ap-
propriate, e.g., for the composite material used for the structure. The mechanical-thermal
model is being made to the proposed flight-cleanliness standards to build confidence for
the flight-model programme. Furthermore, as the same facilities and some of the same
staff at the Rutherford Appleton Laboratory (RAL) are being used, the heritage of the
CDS programme in the assembly, integration and verification of the instrument will be of
direct benefit. For in-flight contamination monitoring, two quartz-crystal microbalances
will be used, one placed near the entrance filter on the primary mirror side and the other
adjacent to the detector.

25.4 The Calibration Source

To calibrate EIS, we plan to use again the standard source with which CDS [Hollandt
et al., 2002;Lang et al., 2000] was calibrated and which has been used repeatedly as
a standard for the calibration of the SERTS rocket payload [Thomas, 2002]. Briefly, the
standard source is a secondary standard which has been radiometrically calibrated by PTB
in Berlin by use of a primary standard, namely the BESSY I electron storage ring. It is
planned to re-calibrate the source at BESSY II after the calibration of EIS is completed. An
extremely stable, high-current, hollow-cathode, discharge lamp is used to provide the EUV
line radiation. It emits unpolarised radiation from the buffer gas and sputtered cathode
material (aluminium). Radiation from the 1 cm diameter hollow cathode is stopped down
by a 0.6 mm diameter pinhole at the focus of a Wolter II telescope, which is used to provide
the 5 mm diameter collimated output beam from the source.

25.5 Calculation of EIS Efficiency

As part of the optical design optimisation, the responsivity of EIS was calculated. The
same calculations also allow estimates of the count rates expected in the calibration. In
addition, it has been agreed that each optical element of EIS will have its efficiency, as
a function of wavelength, measured independently at the Brookhaven synchrotron prior
to delivery for assembly. Thus, when the calibration is being done, a model based on
experimental measurements will be available. Comparisons of the model and the actual
calibration will help to reduce systematic errors.

For the present model, we use the transmission of a 150 nm thick aluminium filter with
an oxide layer of 15 nm thickness [Seely, 2000], as shown in Figure 25.2. We thus assume
that the filters will age before launch to give a thickness of 15 nm of oxide.K.P. Dere
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Figure 25.2: The transmission of an aluminium filter 150 nm thick with 15 nm oxide
coating.

suggested [personal communication, 1999] that measurements of the filters on SOHO EIT
support roughly an 8 nm buildup. With only 8 nm there would be an improvement of al-
most a factor of two in transmission in the long-wavelength band. Both filters are mounted
on support meshes which have a transmittance of 85 %. The front filter has an additional
support segment which transmits 80 % of the incident radiation. The multilayer coatings
on the primary mirror and grating have calculated reflectivities [Seely, 2000] as given in
Figure 25.3. Note that, in the calculation of the responsivity, the multilayer reflectivity
enters twice, since both the primary mirror and grating are coated. The groove efficiency
of the grating has been calculated bySeely[2000] as 35 % and the quantum efficiency of
the CCD is taken as 80 % at all wavelengths in either waveband. These efficiencies, taken
with the area of the primary mirror (88.4 cm2) and a slit width of 1′′, allow the evaluation
of the effective areas, i.e., the responsivity, as presented later.

25.6 The Laboratory Calibration of EIS

The source does not fill the EIS entrance aperture, so mapping of the aperture will
be needed. The source will be moved vertically, EIS horizontally. One difficulty encoun-
tered when calibrating CDS was that for the shorter-wavelength channel of the Normal
Incidence Spectrometer (NIS) and Grazing Incidence Spectrometer (GIS) the alignment
of the source and CDS could not be checked, especially when doing the aperture scans.
This is best done by viewing the image of the source on the EIS detector. The beam-spot
at the focus of a reverse-illuminated, 212 cm focal-length telescope (as in the calibration
source) is 0.60 mm, and so the EIS mirror of 193.4 cm focal length, will bring the beam
to a 0.55 mm diameter spot. This implies a slit-width of at least 59′′. The largest slit will
allow this check of the alignment to be made.
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Figure 25.3: The reflectivity of the multilayer coatings: one centred at 19.5 nm the other
at 27.0 nm.

Some of the lines proposed for the calibration were not in fact calibrated for the CDS
work. However, because EIS must be delivered to a specified date and because BESSY I
is no longer operational and the beam line needed at BESSY II is not yet operational, the
necessary source calibration will be done after the EIS laboratory calibration.

25.6.1 The Long-wavelength Range (25.0 nm to 29.0 nm)

The calibration lines available are 25.1/.2 nm NeIII , 25.6 nm HeII , 26.7/.8 nm NeII
and 28.3/.4 nm NeIII . The latter two lines were used for CDS and have calibrated in-
tensities available. Using these and the EIS predicted efficiency, expected count-rates in
the lines are around 1000 counts/s. Figure 25.4 shows the effective area for the long-
wavelength channel and the distribution of the calibration lines as a function of wave-
length. There is a sparse, but still reasonable, coverage with wavelength.

25.6.2 The Short-wavelength Range (17.0 nm to 21.0 nm)

The source spectrum as observed during the laboratory calibration of the CDS GIS is
shown in Figure 25.5. Although the wavelength range of EIS was given above as 18.0 nm
to 20.4 nm (the usable in-orbit range), the bandpass is in fact 17.0 nm to 21.0 nm. In the
17.0 nm to 18.0 nm wavelength range, the throughput is very low, and in the 20.4 nm
to 21.0 nm range the solar lines are weak and thus the integration times for the Sun will
mean that the spacecraft pointing-stability will compromise the performance of EIS. How-
ever, in the laboratory long, stable and repeatable exposures will be possible. In the full
wavelength-range, the calibration lines available are 16.95 nm to 17.56 nm AlIII , 18.0 nm
to 18.2 nm NeIV , 18.5 nm to 18.75 nm NeIV , 19.4 nm to 19.5 nm NeIV and 20.4 nm to
20.9 nm NeIV . The first and last lines were used in the CDS calibration while the others
were seen. Note that the shortest-wavelength line-complex straddles the aluminium edge at
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Figure 25.4: The long-wavelength channel effective area and the distribution of the avail-
able calibration lines as a function of wavelength.

Figure 25.5: Calibration source spectrum taken in the laboratory using the CDS GIS. CDS
has solar-blind detectors and thus does not have filters.

17.0 nm and will be measured with the aluminium filters in place. The source recalibration
will also be done with a comparable aluminium filter. Figure 25.6 shows the effective area
for the short-wavelength channel and the distribution of the calibration lines as a function
of wavelength.
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Figure 25.6: The short-wavelength channel effective area and the distribution of the avail-
able calibration lines as a function of wavelength.

The calibrated source lines used in the short-wavelength range are weaker than those
in the long-wavelength range, particularly the shortest-wavelength line. In addition, the
sensitivity of EIS falls more rapidly at the short-wavelength edge of the band. Thus the
expected count rates in the calibration at 20.4 nm to 20.9 nm and 16.95 nm to 17.56 nm
are 100 counts/s and 0.5 counts/s respectively. For the latter count rate, 3 % counting
statistics will take about 40 minutes and to map the source beam over the entrance aperture
at points 1 cm apart will take about 70 hours. Hopefully the schedule will allow time for
good counting-statistics to be obtained.

25.7 Uncertainties

Care will be taken when doing the work to minimise uncertainties. Having a slit wide
enough to check the alignment will be a good start. In addition, the availability of a model
based on measurements of the individual optical components will allow checks for sys-
tematic errors. The standard uncertainty of the source calibration is 7 or 8 % depending on
the line used, the standard uncertainties in the aperture-size measurement and the count-
to-photon ratio should be around 15 % and 20 % respectively, giving a total, estimated,
standard uncertainty of 26 %.

25.8 The In-flight Calibration Situation

A direct in-flight check on the calibration can be obtained by use of rocket underflights.
As far as practicable, the same area of Sun will be observed simultaneously by the payload
and EIS. It is proposed that the NASA-GSFC-EUNIS-rocket payload, which is under de-
velopment [Thomas and Davila, 2001] will be used for this work. As presently envisaged,
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the wavelength range of EUNIS will encompass the EIS short wavelength-band. The ef-
ficiencies of the individual optical elements of the payload will be measured at the NIST
synchrotron, and the whole payload will be calibrated at RAL before and after launch,
using the same equipment as for EIS.

25.9 Conclusions

The laboratory calibration of EIS will demonstrate that EIS performs to its specifica-
tion. To do this, EIS has to be tested end-to-end by illuminating it with extreme-ultraviolet
radiation. As well as a wavelength calibration, the work will provide an aperture determi-
nation, bandwidth check and counts-to-photon measurements as a function of wavelength.
The laboratory calibration will benefit from the re-use of SOHO CDS calibration equip-
ment and the expertise gained with it. Thus we expect to minimise the uncertainties.
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Future Solar Irradiance Observations from the
NASA TIMED and SORCE Satellites

TOM N. WOODS, GARY J. ROTTMAN

Laboratory for Atmospheric and Space Physics
University of Colorado

Boulder, Colorado, USA

The NASA Thermosphere, Ionosphere, and Mesosphere Energetics and Dynamics
(TIMED) mission and the NASA Earth Observing Systems’ (EOS) SOlar Radiation and
Climate Experiment (SORCE) mission will begin new observations of the solar spectral ir-
radiance in August 2001 and August 2002, respectively. The Solar EUV Experiment (SEE)
for the TIMED mission will measure the solar vacuum ultraviolet (VUV) spectral irradi-
ance from 1 nm to 195 nm. The EOS SORCE satellite includes four instruments aboard
to measure the total solar irradiance (TSI) and solar spectral irradiance from 115 nm to
2000 nm and 1 nm to 35 nm. Calibrations for these instruments use state-of-the-art tech-
niques based primarily on the radiometric standards of electrical substitution radiometers
(ESRs) and radiometric standards from the US National Institute of Standards and Tech-
nology (NIST). Therefore, these well-calibrated irradiances are useful for validation of
other solar measurements, such as from several instruments aboard the SOHO satellite.

26.1 Science Background

The solar ultraviolet (UV) irradiance below 315 nm is the primary source of energy
absorbed into the Earth’s atmosphere. The altitudes where the solar radiation is absorbed
are shown in Figure 26.1 as a function of wavelength. The basic thermal structure of the
atmosphere is a result of the absorption of the solar radiation via photodissociation and
photoionization of the neutral atmosphere. The solar UV radiation is also of utmost impor-
tance for studies of the atmospheric chemistry, such as for ozone. The solar far UV (FUV)
radiation from 100 nm to 220 nm photodissociates molecular oxygen in the stratosphere
and mesosphere, from which the atomic oxygen leads to the creation of ozone. At the same
time, the solar middle UV (MUV) radiation from 200 nm to 310 nm is the primary loss
mechanism for ozone through photodissociation of ozone in the stratosphere. The balance
of these two reactions, along with other numerous, but minor, ozone chemical reactions,
establishes the ozone layer with the peak ozone density in the stratosphere [Chamberlain,
1978;Brasseur and Solomon, 1986]. The solar UV irradiance and its variability are equally
important for studies of the other planetary atmospheres, comets, and the heliosphere. The
solar spectral irradiance, as shown in Figure 26.2, has the general characteristic of a con-
tinuum spectrum throughout, with many absorption features, both lines and absorption
edges, and at the shorter wavelengths superposed with emission features. The visible and
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Figure 26.1: Absorption of the solar radiation in Earth’s atmosphere. The altitude where
optical depth is unity is shown for wavelengths below 320 nm. The atmospheric con-
stituents primarily responsible for the absorption are shown at the top as a function of
wavelength. Most of the solar radiation above 315 nm reaches the surface or is scattered
by clouds and aerosols back into space.

near IR wavelengths originate low in the solar photosphere. Progressing toward the ul-
traviolet the emissions, in general, originate higher and higher in the solar atmosphere.
Below 200 nm, the emissions are predominantly from the chromosphere along with sev-
eral bright, high-temperature emissions originating from the transition region and corona.
The current understanding of the variations of the solar irradiance is that the visible radia-
tion varies less than one percent and that the shorter wavelength UV radiation can vary by
a factor of two or more. The visible observations therefore require precision and accuracy
that can only be achieved from space, and observations achieving suitable accuracy were
not realized until 1979. Although the ultraviolet radiation from the Sun varies by much
larger factors, its measurement also requires access to space because the radiation does not
penetrate the atmosphere. Precise space measurements obtained during the past 20 years
imply that TSI varies on the order of 0.1 % over the solar cycle, but with greater variations
on a short-term basis. How the solar irradiance variations are distributed in wavelength
is still poorly understood. The largest relative solar variations are factors of two or more
at ultraviolet and shorter wavelengths, but the greater total energy available at visible and
longer wavelengths makes their small variations potentially more important.
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Figure 26.2: Solar irradiance spectrum from 1 nm to 2000 nm in 1 nm intervals. The solar
UV irradiance is as much as six orders of magnitude dimmer than the visible irradiance.
Horizontal bars indicate the spectral coverage of the SORCE and TIMED instruments as
discussed in Section 26.2.

26.2 Instrumentation

The TIMED SEE includes two instruments to measure the solar VUV spectral irradi-
ance from 1 nm to 195 nm. The EUV Grating Spectrograph (EGS) has a spectral range
from 25 nm to 195 nm with a 0.4 nm spectral resolution and is derived from sounding
rocket experiments [Woods and Rottman, 1990;Woods et al., 1994]. The XUV Photome-
ter System (XPS) includes nine silicon XUV photodiodes with thin film filters deposited
directly on the photodiode. This XUV photometer set measures the solar irradiance from
1 nm to 35 nm with each filter having a spectral bandpass of about 5 nm. The original XPS
concept was designed for the SORCE mission in the late 1980s and has already flown
on sounding rocket experiments and the Student Nitric Oxide Explorer (SNOE: 1998 to
present) [Bailey et al., 2000]. The prototype SEE instruments have flown as sounding
rocket experiments in 1997 and 1998, and these observations have provided validation for
the measurements made by the SOHO CDS [Brekke et al., 2000], EIT, SEM, and SUMER
instruments. There are four solar irradiance instruments on the SORCE satellite. The Total
Irradiance Monitor (TIM) instrument uses redundant bolometers to continue the precise
measurements of TSI that began with the ERB instrument in 1979 and have continued to
the present with the ACRIM and SOHO VIRGO measurements. The SOLar Stellar Irra-
diance Comparison Experiment (SOLSTICE), a pair of redundant grating spectrometers,
will continue the solar UV spectral irradiance measurements between 120 nm and 300 nm,
as currently obtained by the Upper Atmosphere Research Satellite (UARS). The UARS
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Table 26.1: Characteristics of the TIMED and SORCE Solar Irradiance Instruments.

SORCE SORCE SORCE TIMED BOTH
Property TIM SIM SOLSTICE EGS XPS
Instrument Type Cavity Prism Grating Grating Filter

Bolometer Spectrometer Spectrometer Spectrograph Photometer
Wavelength Range All (TSI) 250–2000 115–320 25–195 1–35

/ nm
Spectral Resolution N/A 0.5–34 0.1 0.4 5–10

/ nm
Detectors ESR ESR PMT 64×1024 Si Diodes

Si Diodes CODACON
InGaAs Diodes

Field of View 4◦ cone 1.5◦× 1.5◦ 1.5◦× 1.5◦ 5◦× 12◦ 12◦ TIMED
4◦ SORCE

Total Accuracy 0.01 0.05 5 10 20
/ %

Relative precision 0.001 0.01 1 2 4
/ (%/yr)

SOLSTICE measurements have been used to validate the SOHO SUMER measurements
[Wilhelm et al., 1999]. The Spectral Irradiance Monitor (SIM) is a new prism spectrome-
ter designed to measure the solar spectral irradiance from 250 nm to 2000 nm with high
precision and accuracy. The SORCE XPS is almost identical to the XPS on the TIMED
SEE instrument, and it will measure the solar spectral irradiance from 1 nm to 35 nm, the
most variable part of the solar spectrum. The spectral coverage of the SORCE instruments
is not fully redundant, but each instrument slightly overlaps the spectral range of the ad-
jacent instrument for purposes of data validation. The characteristics of the TIMED and
SORCE solar irradiance instruments are listed in Table 26.1. A summary of each instru-
ment follows, and more detailed descriptions are given in other instrument papers.

The TIM instrument on SORCE will measure the total solar irradiance (TSI) with
a total accuracy (standard uncertainty) of 100 parts per million (ppm), where 1 ppm =
0.0001 %, and a relative precision (stability) of 10 ppm per year. The TIM incorporates
four cavities (cones) as the bolometer detectors and adheres to the basic concepts of Elec-
trical Substitution Radiometers (ESR). The TIM ESR has two identical cavities, each elec-
trically heated, but only one illuminated with the light to be measured. In its normal op-
erational mode, the TIM shutter is cycled 50 % open and 50 % closed every 100 seconds
throughout the orbit. A phase-sensitive detection algorithm at the shutter fundamental fre-
quency provides a major improvement in reducing the noise uncertainties by factors of
100 to 400 over the previous DC measurements. The pre-flight calibration for TIM relies
on the National Institute of Standards and Technology (NIST) standards for volt and ohm
and the measurement of the area of the TIM apertures at NIST. The in-flight calibration
relies on using redundant channels weekly and a ground-based copy of TIM, which may
fly annually as a Space Shuttle experiment.Lawrence et al.[2000a, 2000b] provide a more
detailed description of the TIM instrument.

The SIM instrument on SORCE will measure the solar spectral irradiance in the 250 nm
to 2000 nm range with a total accuracy of 500 ppm and a relative precision of 100 ppm per
year. The SIM is a new instrument development using a prism as the single optical element
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and an electrical substitution radiometer (ESR) as the primary detector. In addition, two
Si photodiodes and an InGaAs photodiode are used for the UV, visible and IR portion of
the spectrum, respectively. The photodiodes, having a faster response time than the ESR,
are used for most of the spectral measurements, and the ESR, being an absolute detector,
provides a calibration for the photodiodes at several discrete wavelengths. The pre-flight
calibration for SIM relies on the NIST standards for volt and ohm for its reference ESR
and laboratory measurements of the area of the SIM apertures and of the prism transmis-
sion. The SIM is designed as a dual-spectrometer to provide in-flight calibrations with
the redundant channel on a weekly basis. Additionally, a periscope system couples the
two spectrometers and is used with two additional photodiodes (Si and InGaAs) to obtain
in-flight measurements of the prism transmission.Harder et al.[2000a, 2000b] provide a
more detailed description of the SIM instrument.

The SOLSTICE instrument on SORCE will measure the solar spectral irradiance in
the 115 nm to 320 nm range with a total accuracy of 5 % and a relative precision of 0.5 %
per year. These accuracy and precision values are larger than the SIM values because to-
day’s UV calibrations standards are not as precise as those in the visible. Nevertheless,
because the solar UV varies far more than the visible, SOLSTICE still exceeds the mea-
surement requirement. This instrument is a modified Monk-Gillieson grating spectrometer
with photomultiplier tube (PMT) detectors and is an improved version of the UARS SOL-
STICE instrument [Rottman et al., 1993;Woods et al., 1993]. The unique design of the
SOLSTICE spectrometer is that both the Sun and calibration stars can be observed with
the same optics and detectors by changing only the entrance and exit slit sizes and inte-
gration time to accommodate the different intensity levels. The pre-flight calibration of
SOLSTICE relies on the synchrotron source at the NIST Synchrotron Ultraviolet Radia-
tion Facility (SURF-III). In addition to the in-flight calibration with about 20 stars, SOL-
STICE has redundant (identical) spectrometers for use as backup and in-flight validation.
McClintock et al.[2000] provide a more detailed description of the SORCE SOLSTICE
instrument.

The EGS instrument on TIMED will measure the solar spectral irradiance in the 25 nm
to 195 nm range with a total accuracy of 10 % and a relative precision of 2 % per year. The
design for the EGS is a normal-incidence 1/4 m Rowland circle grating spectrograph with
a 64× 1024 CODACON detector [McClintock et al., 1982]. The CODACON detector
uses gold-coated microchannel plates (MCP) and coded anode electronics for its readout.
The pre-flight calibration of EGS relies on the synchrotron source at the NIST SURF-III.
The in-flight calibrations include weekly redundant channel measurements and additional
calibrations using the prototype SEE instruments on annual sounding rocket flights.Woods
et al. [1998] provide a more detailed description of the EGS instrument. The XPS instru-
ment on both TIMED and SORCE will measure the solar spectral irradiance in the 1 nm
to 35 nm range with a total accuracy of 20 % and a relative precision of 4 % per year.

The XPS is a package of nine silicon XUV photodiodes for measuring the XUV and
EUV irradiance from 1 nm to 35 nm and at Lyα (121.6 nm). Each XUV photodiode
has a thin-film filter to provide an approximately 7 nm spectral bandpass. These thin-film
filters are deposited directly on the photodiode to avoid using delicate metal foils, which
are difficult to handle, prone to develop pin holes, and degrade with time. The SORCE
XPS is almost identical to the TIMED SEE XPS. The main differences are that some of
the XUV filters on the silicon photodiodes were improved for the SORCE XPS and that
some of the electronic components were upgraded to meet the requirements for the longer
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SORCE mission. The pre-flight calibration of XPS relies on the synchrotron source at the
PTB BESSY for the TIMED XPS and at the NIST SURF-III for the SORCE XPS. For
in-flight calibration purposes, three of the nine XUV photometers are redundant and will
be used weekly for tracking instrument degradation.Woods et al.[1998, 1999] provide a
more detailed description of the XPS instrument.

26.3 Mission Summaries

The spacecraft for the TIMED mission is provided by the Johns Hopkins University
Applied Physics Laboratory (JHU-APL). The TIMED satellite is a 3-axis stabilized satel-
lite that maintains a nadir view for the three atmospheric instruments aboard. The SEE
includes a one-axis gimbal table for pointing the EGS and XPS instruments towards the
Sun for about three minutes per orbit. The TIMED mission was launched on a Delta II on
7 December 2001 into an orbit with a 630 km altitude and 74◦ inclination. The goal for the
mission lifetime is two years. The spacecraft mission operations will be conducted at the
JHU-APL Mission Operations Center (MOC). The TIMED SEE Payload Operations Cen-
ter (POC), located at LASP in Boulder, Colorado, has full responsibility for operating the
SEE instrument and for all science data production activities. The standard data product
for the TIMED SEE measurements is the daily-averaged irradiances reported from 1 nm
to 195 nm in 1 nm intervals.

The spacecraft for the SORCE mission is provided by Orbital Sciences Corporation
(OSC). The SORCE satellite is a 3-axis stabilized satellite for pointing the instruments to-
wards the Sun for the primary solar measurements for about 60 minutes per orbit, as well
as for pointing towards stars for the SOLSTICE in-flight calibrations. The SORCE mis-
sion is scheduled for launch on a Pegasus XL in October 2002 into an orbit with a 645 km
altitude and 40◦ inclination. The goal for the mission lifetime is six years. Mission opera-
tions, including both spacecraft and science operations, will be conducted at the SORCE
Mission Operations Center (S-MOC), located at LASP in Boulder, Colorado. The SORCE
Science Operations Center (S-SOC) in Boulder has full responsibility for all science data
production activities. The standard data products for the SORCE measurements are the
daily-averaged and 6-hour averaged irradiances reported for the total irradiance and a full
spectrum from 1 nm to 2000 nm (excluding 35 nm to 115 nm) in 1 nm intervals below
300 nm and in intervals that vary from 1 nm to 34 nm above 300 nm.

There is a strong need to continue well-calibrated and long-term solar spectral irra-
diance measurements for current and future studies of the solar connection to the Earth’s
climate and atmosphere. In addition, these well-calibrated solar irradiance instruments can
provide a validation for other solar UV measurements, such as from the SOHO satellite.
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The “solar package” comprises the experiments SOLSPEC (UV/Vis to IR spectral
range), SOVIM (total solar radiation) and SOL-ACES to be installed on a Coarse Point-
ing Device (CPD) of the International Space Station for a 1.5 year mission launched in
2003. The CPD allows for measuring periods of at least fifteen minutes per orbit total-
ing approximately 600 hours per year of solar observations. The Solar Auto Calibrating
EUV/UV Spectrometers (SOL-ACES) are currently developed to measure the solar radia-
tion (full disk) in the 17 nm to 220 nm spectral range with four grazing-incidence grating
spectrometers. To obtain high radiometric accuracy of better than 10 %, a double ioniza-
tion chamber is assigned to each of the spectrometers as a primary detector standard. Op-
tical bandpass filters are mounted on a filter wheel to be placed at the entrance apertures
of the spectrometers and ionization chambers and thereby will establish the radiometric
link between these devices. The spectrometers are designed as scanning monochromators
operating at fixed incidence angles. The deflected radiation is monitored by rotating an as-
sembly containing a parabolic mirror, an exit slit and a channel electron multiplier around
the grating center. The optical length of the ionization chamber of 0.5 m is divided into two
identical electrode sections. In addition, the transmitted radiation is measured by a silicon
diode detector located at the end of the absorption path. Detector and electrode signals are
recorded as a function of the gas pressure in the chamber, which is increased from zero
to a few hectopascal during a single measurement. These data permit the absolute quan-
tification of the radiant solar flux in the wavelength interval transmitted by the bandpass
filter and the correction for secondary effects, such as ionization caused by photoelectrons.
With these measurements the spectrometer efficiencies at the filter bandpass wavelengths
can be recalibrated as required during the mission.

27.1 Introduction

The primary scientific goal of the Solar Package is the accurate determination of the
total solar irradiance and the impact of its variation on the Earth’s climate. The Solar
Package consists of three instruments to be installed on the International Space Station
(ISS) during the early utilization period. The mission is planned to begin in early 2003 and
to last for at least 1.5 years.
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Figure 27.1: Overview of the functional components of SOL-ACES.

Three instruments on a common pointing platform (Coarse Pointing Device, CPD)
will be located on the wake starboard Express Pallet Adapter of the ISS outbound zenith
Express Pallet. The CPD is designed to provide a minimum of 600 solar observation hours
per year with at least fifteen minutes of continuous solar observation during an ISS orbit.

The instruments of the Solar Package are a total solar irradiance radiometer (SOVIM)
supplied by the World Radiation Center, Davos, Switzerland and two full-disk solar spec-
trophotometers. The SOLSPEC spectrophotometer, developed at the Sevice d’Aeronomie
of the CNRS, Paris (France), covers the spectral range from the UV (180 nm) to the in-
frared (3000 nm). SOLSPEC is complemented in the 17 nm to 220 nm spectral range by
the Solar Auto-Calibrating EUV/UV Spectrometers (SOL-ACES).

SOL-ACES aims to provide spectral measurements of the solar EUV/UV irradiance
with a radiometric accuracy of better than 10 % using ionization chambers as radiomet-
ric detector standards. The data obtained will be used to study physical processes of the
solar atmosphere during the period of solar cycle 23, and to quantify impact and forc-
ing of the solar EUV/UV radiation on the Earth’s upper atmosphere, providing input for
thermosphere-ionosphere modeling. In this context the data will be used to improve so-
lar EUV/UV emission models and to derive EUV/UV indices for different applications
[Schmidtke, 1976]. This will be supported by semi-empirical modeling of solar active re-
gions. Another topic is the investigation of solar-stellar relations. During its mission pe-
riod SOL-ACES will also offer the possibility of intercalibrating the solar EUV/UV spec-
trometers, which have no in-orbit calibration capabilities based on radiometric detector
standards. This paper describes the setup and functional principle of SOL-ACES, which
is currently under development at the Institute of Physical Measurement Technology in
Freiburg, Germany.
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Table 27.1: Optical properties, wavelength ranges and wavelength resolution of the spec-
trometers.

Spectrometer Grating, Incidence Scan Wavelength Wavelength

rules/mm Angle /◦ Angle /◦ Range / nm Resol. / nm

1 3600 84 69 – 53 16.9 – 54.4 0.3

2 2400 84 69 – 53 25.4 – 81.6 0.4

3 1800 83 68 – 46 36.6 – 151.8 0.6

4 1200 83 68 – 46 54.5 – 227.7 0.9

27.2 Instrument Description

The dimensions of the SOL-ACES instrument are 24 cm×28 cm×60 cm with a total
mass of 23 kg. The setup of the main components is shown in Figure 27.1. The spectral
measurement of the solar irradiance is performed by four grating spectrometers. To ac-
count for efficiency changes during the spectrometers’ lifetime caused by the interaction of
the high-energy solar radiation with the optical surfaces, four ionization chambers serving
as radiometric detector standards are assigned individually to each of the spectrometers.
The gas supply system of a single ionization chamber allows a well-controlled pressuriza-
tion of the chamber with a gas whose ionization level is selected to match the correspond-
ing wavelength range of the spectrometer. To relate the ionization chamber measurement
to the spectrometer efficiency, up to eleven optical bandpass filters mounted on a filter
wheel are used. By rotating the wheel, each filter can be located at the spectrometer en-
trance aperture or moved to the entrance window position of the ionization chamber. The
filter wheel also seals the chamber. The electronic unit controls the components’ mecha-
nisms and acquires the related data. It is linked to the External Payload Computer of the
CPD by two serial RS 422 lines for instrument control and data transmission.

27.2.1 Spectrometers

The grating spectrometers operate as scanning monochromators. The setup of the op-
tical components and the optical geometry, as indicated in Figure 27.2, is identical for all
four spectrometers. To cover different wavelength ranges, gratings with adequate grating
constants are used. With the grating positioned at a fixed angle of incidence (83◦ or 84◦)
the dispersed radiation is focused through the spectrometer exit slit by a parabolic mirror
and collected by a channel electron multiplier (CEM) operated in a pulse-counting mode.
The width of the exit slit is adapted to the wavelength resolution defined by the field-of-
view of the solar disk.

The parabolic mirror, the exit slit and the CEM are mounted on a subassembly. It is
rotated around the grating center thereby focusing radiation of different dispersion angles
through the exit slit onto the CEM. By this arrangement the incident angles for the optical
surfaces remain constant during the scan resulting in a smooth dependence of spectrometer
efficiency on wavelength. Grazing incidence is also used for the parabolic mirror, result-
ing in low angular variation of the incidence angle over the mirror aperture (75◦ to 80◦),
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Figure 27.2: Spectrometer optical components and geometry.

high mirror reflectivity, and low reflectivity variation with wavelength. In addition to the
field-of-view of the solar disk (32′) the optical geometry has to tolerate the possible mis-
alignment of 18′ induced by the pointing device. These constraints lead to the layout of
the four spectrometers summarized in Table 27.1.

27.2.2 Ionization Chambers

The ionization chambers of 0.5 m total length contain two successive electrode sections
of identical geometry and a silicon detector at the lower end, as indicated in Figure 27.3.
The signal of this detector permits a consistency check with the measured ion currents. The
gas supply system of each chamber is designed to pressurize in two steps, a slow pressure
increase from vacuum to approximately 10−2 hPa during the first 90 s followed by a faster
increase to 1 hPa during the next 9 s. The electrons generated by photoionization of the
gas are collected on the inner surface of a cylindrical anode (30 mm in diameter), while
the slow ions are driven to the cathode by the bias potential (−30 V) of the low-field
ion chamber [Samson and Haddad, 1974]. Transimpedance amplifiers convert the cathode
current into a voltage signal.
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Figure 27.3: Scheme of the ionization chambers.

During the phase of the slow pressure increase, the chamber is operated in the optically-
thin mode with an absorption of less than 25 % over the full length. Pressure and geometry
are the same in the two electrode sections to ensure equal quantum efficiency. Thereby
both the incident irradiance and the quantum efficiency can be deduced at any pressure
from the two ion-current signals, eliminating the influences of gas impurities, ion loss (re-
combination) or additional ion generation (secondary ionization by photoelectrons) in this
phase of the measurement [Samson, 1967].

While the pressure increases to 1 hPa, the ionization chamber is operated in the satu-
rated mode, increasing the absorption to more than 99.9 %. Then the deviation of the ion
signal pressure dependence from the saturation plateau is used to identify pressure depen-
dent secondary effects. The “true” ion current, which would be present in the absence of
these effects, is obtained by extrapolation of the saturation signal to zero pressure [Carl-
son et al., 1984]. At the end of the measurement the chamber is vented to ambient vacuum
conditions by lifting the filter wheel.

27.2.3 In-orbit Calibration

The filter bandpass regions define calibration intervals in the spectrometers’ wave-
length ranges. Due to the smooth efficiency characteristic of the spectrometers with respect
to wavelength, efficiency curves can be established by interpolating between the calibra-
tion intervals.

A calibration cycle proceeds as follows. Two successive spectrometer scans are re-
corded without and with the filter at the entrance aperture. The absolute filter transmittance
is determined from the ratio of the spectra to monitor changes in the filter characteristic that
may be caused by exposure to the radiation. Immediately after the spectrometer scans, the
absolute solar flux in the filter bandpass region is measured using the ionization chamber.
The time required by this sequence is less than ten minutes; in general the solar irradiance
can be assumed to be constant during this period. The ionization chamber measurement
and the integrated data of the spectrometer covering the filter bandpass range define the
spectrometer efficiency at this calibration interval.

The sequence is repeated for different filters in successive orbits to obtain the spec-
trometer calibration in the complete SOL-ACES wavelength region. Both the spectrometer
scan and the ionization chamber measurements are performed in less than three minutes
each. The orbital solar pointing time of fifteen minutes offered by the CPD allows five such
elementary measurements. For solar observations five spectrometer scans are made with
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aperture open. In calibration mode a filter is placed in the aperture for the fourth spectrom-
eter scan,and the ionization chamber measurement terminates the sequence. Calibration
cycles are scheduled twice per week in the first month of the mission, once per week in
the following five months, and once in two weeks for the final year.

27.3 Summary

A solar EUV/UV spectrometer system is currently being developed to be flown as part
of the Solar Package on the ISS during the early utilization period in 2003 and 2004. Four
grazing-incidence grating spectrometers cover the wavelength range from 17 nm to 220 nm
integrated over the solar disk. The instrument is equipped with a unique in-orbit calibra-
tion capability using sets of optical bandpass filters in conjunction with double-ionization
chambers as radiometric standards. Owing to the in-orbit calibration a radiometric accu-
racy of better than 10 % is expected for the whole mission period.
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A short overview is given of the Solar Orbiter mission. First, the key scientific aims of
the mission are briefly described. As the mission profile has consequences on the design of
the payload instruments and their calibration, the mission design is described. Possible im-
plications and problems for the cleanliness and the calibration stability of the instruments
are outlined. Some solutions are discussed.

28.1 Introduction

As one of ESA’s future solar missions, the Solar Orbiter was selected in October 2000.
It is planned to be launched around 2011. Similar to SOHO, its payload will consist of
a suite of instruments to investigate the Sun and the heliosphere. It is thus appropriate to
consider here if any lessons learned from SOHO could be usefully transferred to Solar
Orbiter. We take an excerpt from the “Solar Orbiter Assessment Study Report” [ESA,
2000] in order to give an overview of the mission perspectives, the prospective payload and
the mission orbit all of which have specific implications for the cleanliness and stability of
calibration of the instruments. We review some of the cleanliness procedures adopted for
the SOHO project which may be applicable to the Solar Orbiter.

28.2 Solar Orbiter Scientific Aims

The Sun’s atmosphere and the heliosphere represent uniquely accessible domains of
space, where fundamental physical processes common to solar, astrophysical and labo-
ratory plasmas can be studied in detail and under conditions impossible to reproduce on
Earth or to study from astronomical distances. With the results from missions such as
Helios, Ulysses, Yohkoh, SOHO, ACE, and TRACE we have advanced enormously our
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understanding of the Sun, its corona, the associated solar wind and the three-dimensional
heliosphere. After these missions, we have reached the point where further in-situ mea-
surements, now much closer to the Sun, together with high-resolution imaging and spec-
troscopy from a near-Sun and out-of-ecliptic perspective, promise to bring about new in-
sights and perhaps major breakthroughs in our understanding of solar and heliospheric
physics. The Solar Orbiter will, through a novel orbital design and innovative instrumen-
tation, provide the required measurements and observations, and will, for the first time,
explore the uncharted, innermost regions of our solar system. It will study the Sun from
close-up (45 solar radii, or 0.21 AU), fly by the Sun and examine the solar surface and the
space above from a co-rotating vantage point. It will provide images of the Sun’s polar
regions from heliographic latitudes as high as 38◦. The near-Sun interplanetary measure-
ments, together with simultaneous remote-sensing observations of the Sun, will permit us
to disentangle spatial and temporal variations at the solar surface, the corona and inner
heliosphere. They will allow us to understand the characteristics of the solar wind and en-
ergetic particles in close linkage with the plasma conditions in their source regions on the
Sun. By approaching as close as 45 solar radii, the Solar Orbiter will view the solar atmo-
sphere with unprecedented spatial resolution (35 km pixel size, equivalent to 0.05′′ from
Earth). Over extended periods of time the Solar Orbiter will deliver images and data of the
polar regions and the side of the Sun not visible from the Earth at that time. The scientific
goals of the Solar Orbiter mission can be summarized as follows. It will determine, in-situ,
the properties and dynamics of plasma, fields and particles in the near-Sun heliosphere. It
will investigate the fine-scale structure and dynamics of the Sun’s magnetized atmosphere,
using close-up, high-resolution remote sensing. Using the solar co-rotation passes, it will
identify the links between activity on the Sun’s surface and the resulting evolution of the
corona and inner heliosphere. Finally, it will observe and fully characterize the Sun’s polar
regions and equatorial corona from high latitudes. The Solar Orbiter will achieve its wide-
ranging aims from a specially-designed orbital trajectory and using a suite of sophisticated
instruments.

28.3 Mission Profile and Spacecraft Design

The Solar Orbiter scientific requirements define a mission profile in terms of orbital
parameters, launch windows, payload mass, etc., that is the driver for the spacecraft design.
The required final orbit is characterized by a perihelion distance as close as possible to the
Sun with a high orbital inclination with respect to the solar equator. To achieve such a
trajectory, a long transfer-period is required and low-thrust solar electric propulsion (SEP)
will be used. In addition, several swing-bys at Venus are necessary to make use of planetary
gravity assists. The projection of the orbit on the equatorial plane is shown in Figure 28.1.
The mission profile is composed of three phases:

1. The cruise phase, which starts at spacecraft separation from the launcher and ends at
the start of scientific operations (some science may be performed during the cruise
phase).

2. The nominal mission phase, during which the main scientific mission is performed.

3. The extended mission phase, when further gravity assist manoeuvres will allow
higher-inclination observations.
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Figure 28.1:X-Y-plane projection of the Solar Orbiter trajectory.

During the cruise phase (0 to 1.86 years) there are SEP-thrust phases, with durations rang-
ing from 6 to 105 days, and Venus swing-bys driving the semi-major axis changes and
the inclination increase. During the nominal mission (1.86 to 4.74 years, duration: 2.88
years), the orbit is typically of order 150 days, taking the spacecraft from about 0.2 AU to
0.9 AU. There are two Venus swing-bys in this 7-orbit phase taking the orbital inclination
to over 30◦. During the extended mission (4.74 to 7.02 years, duration: 2.28 years), there
are two further Venus swing-bys over six orbits which provide a continued increase in the
orbital inclination. The important orbital parameters (perihelion distance and heliographic
latitude) are shown in Figures 28.2 and 28.3. The orbit assures a close distance to the Sun
relatively early during the mission, while a high, scientifically satisfactory, heliographic
latitude is achieved towards the final phase of the mission. The celestial coordinates of the
Sun, Venus and Earth yield a launch window of three weeks in every nineteen months.
Figure 28.4 shows the overall configuration of the Solar Orbiter spacecraft during scien-
tific observations. The spacecraft body has a cross-section of 1.6 m (Y) × 1.2 m (Z) and
its length is 3.0 m (X). The+X side, which faces the Sun (±30◦), is covered by a thermal
shield shadowing the spacecraft body. In order to minimize the energy input from the Sun,
the cross-section of the spacecraft in theY, Z plane has been minimized.
The spacecraft is of modular design, with a Service Module (SVM) and a Payload Module
(PLM). The±Y sides of the PLM accommodate the cruise solar arrays (two wings, three
panels per wing) and the top-shield radiators. The optical instruments are right beneath
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Figure 28.2: Distance of perihelion of each orbital path.

Figure 28.3: Spacecraft solar latitude with respect to the equator.

the top shield and are pointed in the+X direction. They are isostatically attached to the
central cylinder and may be cooled by radiators to cold space on the±Z sides. The instru-
ments’ electronic boxes are mainly mounted on the bottom panel of the PLM. The SVM
accommodates the orbit solar panels and the solar electric propulsion equipment radiators
on the±Y panels. The high gain antenna (HGA) and the thrusters are attached to the+Z
panel. In order to cope with different attitudes and distances from the Sun, both solar ar-
rays incorporate a one-degree-of-freedom (1-DOF) driving mechanism. The cruise solar
array can be jettisoned. The HGA mast (2 m long) is mounted on a 2-DOF mechanism
and ensures coverage throughout the mission. The spacecraft is 3-axis stabilized and al-
ways Sun pointed (X-axis), except during SEP firing. The Sun-pointing face of the Solar
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Figure 28.4: Configuration of the Solar Orbiter.

Orbiter is as small as is possible in order to minimize the thermal input from the Sun. The
remaining spacecraft surfaces will carry radiators. The extreme environments encountered
by the spacecraft throughout the whole mission drive the thermal design of the Solar Or-
biter. At one extreme, the spacecraft is orbiting the Sun at distances as close as 0.21 AU.
At the other extreme, the spacecraft is as far as 1.21 AU from the Sun. Another important
factor is the electrical propulsion that intermittently generates a considerable amount of
heat inside the spacecraft. Therefore the thermal design has to accommodate a wide range
of heat load levels and locations. The basic design concept consists of shading as much
as possible every part of the spacecraft from the Sun at the closest approach to the Sun
and during the ion-thruster firings in the cruise phase. To this aim, a sunshield has been
included at the+X side of the spacecraft. It extends on the±Z sides to make sure that
the spacecraft is shadowed even when the+X axis is offset by as much as 10◦ from the
Sun. (The±Z offset of 10◦ occurs during the SPT firing at the closest approach to the Sun
(0.33 AU) during the cruise phase.)

28.4 The Strawman Payload

The payload must be state-of-the-art, withstand the considerable thermal load at 45
solar radii, comply with the general requirements of a low-mass, compact and integrated
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Table 28.1: In-situ heliospheric instrumentation.

Name Acronym Measurement Specifications Mass /
kg

Size /
(cm×cm×cm)

Solar Wind
Plasma Analyser

SWA Thermal ions
and electrons

0 to 30 keV/Q;
0 to 10 keV

6 20× 20 × 20

Radio and Plasma
Wave Analyser

RPW AC electric and
magnetic fields

µV/m to V/m;
0.1 nT toµT

10 15× 20 × 30
(electronics
box)

Radio Sounding CRS Wind density
and velocity

X-band; Ka-
band

(USO
200g)

5 × 5 × 5

Magnetometer MAG DC magnetic
field

to 500 Hz 1 10× 10 × 10

Energetic Parti-
cle Detector

EPD Solar and
cosmic-ray
particles

Ions and Elec-
trons 0.01 to 10
MeV

4 10× 20 × 20

Dust Detector DUD Interplanetary
dust particles

Mass (g):
10−16 to 10−6

1 10× 10 × 10

Neutral Particle
Detector

NPD Neutral hydro-
gen and atoms

0.6 to 100 keV 1 10× 10 × 20

Neutron detector NED Solar neutrons e> 1 MeV 2 10× 10 × 10

design, make use of on-board data compression/storage and require a modest data trans-
mission rate. The selected payload, which meets the solar and heliospheric science ob-
jectives of the mission, encompasses two instrument packages: in-situ heliospheric instru-
ments and remote-sensing instruments. The design of these instrument packages builds
upon heritage of the previous Helios, Yohkoh, SOHO, Ulysses, WIND, ACE and TRACE
missions.

28.4.1 In-situ Heliospheric Instruments

The in-situ instruments on Solar Orbiter constitute a package of sensors suited to a
comprehensive study of the solar-wind plasma, its constituents, motions, and energetic
processes. Additional instrumentation is included for the detection of neutral atoms, neu-
trons, circumsolar and interplanetary dust, solar radio emission and local magnetic fields.
A list of the in-situ instruments with their main specifications is given in Table 28.1.

28.4.2 Remote-sensing Solar Instruments

An integrated ensemble of high-resolution remote sensing instruments is proposed for
the Solar Orbiter: an EUV full-Sun and high-resolution imager, a high-resolution EUV
spectrometer covering selected emission lines from the chromosphere to the corona, a
high-resolution visible-light telescope and magnetograph, an EUV and visible-light coro-
nagraph and a radiometer. Table 28.2 lists the instruments of the remote-sensing package
and their main specifications.

All the disk-observing instruments will resolve small-scale dynamical processes in the
solar atmosphere. The combination of instruments proposed provides a complete set of
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Table 28.2: Remote-sensing instrumentation.

Name Acronym Measurement Specifications Mass /
kg

Size /
(cm×cm×cm)

Visible-light Im-
ager and Magne-
tograph

VIM High-res. disk
imaging and
polarimetry

Fe 630 line 26 30× 40× 120

EUV Imager and
Spectrometer

EUS Imaging and di-
agnostics of TR
and corona

EUV emission
lines

22 30× 15× 140

EUV Imager EXI Corona imag-
ing

He and Fe Ion
lines

36 40× 40× 250

Ultraviolet and
Visible Light
Coronagraph

UVC Imaging and di-
agnostics of the
corona

Coated mirror
coronagraph

17 20× 20 × 50

Radiometer RAD Solar constant Visible light 4 11× 11 × 22

multi-wavelength measurements required to understand the Sun’s magnetized atmosphere
from below the photosphere up into the extended corona.

28.5 Implications and Constraints for the Payload

Technical challenges to the instruments of the Solar Orbiter payload are mainly im-
posed by the mission design. We see four major causes for potential technical problems:

1. The varying orbital distance to the Sun results in a thermally-variable and thus dif-
ficult environment.

2. The close approach to the Sun causes severe technical problems because of the in-
creased radiation flux.

3. Limited communication with the spacecraft requires autonomous operation and stor-
age of large data volumes.

4. The mass resources are limited, yet high-resolution instrumentation requires addi-
tional thermal hardware (to cope with the thermal environment mentioned under
point 1).

Resolution of these problems must be achieved while aiming at stability of the space-
craft and, as a result, stability of calibration.

28.5.1 What Can Be Learned from SOHO? Recommendations for
Solar Orbiter

The stability of the calibration of SOHO’s optical and UV instruments is a result of the
cleanliness program imposed on instruments and spacecraft. Among others, the material
selection and design features were the main contributors to success: see the “Summary of
Cleanliness Discussion” in this volume [Scḧuhle et al., 2002]. Although in most cases it is



368 28. THE SOLAR ORBITER M ISSION AND DESIGN RECOMMENDATIONS

not possible to remove all actuators from the optically critical volumes, the materials used
for these actuators can be critically screened and space-conditioned and separated from the
components of the control electronics. SEM’s degradation, though small, underlines the
importance of the correct location of instrument apertures with respect to other spacecraft
hardware. Also within individual instrument enclosures, proper hardware placement is of
importance. For instance, where a rotating shutter is used close to a cooled CCD with
provision for periodic warm up, provision must be made to ensure that the shutter sector
used for this latter phase differs from that normally used during observations.

It is surprising that the design of the Solar Orbiter spacecraft as described in the ref-
erence did not build more on the SOHO experience. A good feature of the latter was the
PLM box structure supporting the instruments on five sides, with a sunshield over the
upper end protecting the top-mounted instruments and the PLM structure from excessive
solar heating. The space between the upper end of the structure and that shield was closed
by thermal blankets and vented at a controlled location away from any instrument aper-
ture. All instrument thermal blankets were designed to eject outgassed products to the−X
direction (or outboard where that was impossible).

Solar Orbiter presently has a cylindrical structure with the optical instruments mounted
on its surface under the shield, but apparently with their front faces coincident with that
of the shield. The non-optical instruments are mounted on the forward face of the cylin-
der. It seems that any outgassing from these latter instruments, the structure and the hot
shield may have an easy path to the optical instrument apertures. We would suggest that
the sunshield be located, say, 30 cm ahead of the optical instrument aperture plane and
the top end of the structure, which should be closed at+X and positively vented near
−X. The space between each optical instrument and the shield should have a structure to
deflect outgassing from the central instruments to the sides of the optical apertures; this
structure need not be more substantial than a membrane (kapton, if thermal considerations
are acceptable). If each optical instrument has an external door, then the actuator should
be mounted outboard of the aperture. The instrument could carry the outgassing shield
mentioned in this paragraph mounted on the two inboard sides. Outgassing from the−X
side of the sunshield will depend on material selection, which needs attention. However,
taking account of the long time between launch and first observations should do much to
clean up the shield.

The mission profile shows periods when the internal instruments’ heaters could be
powered to “bake-out” optics before observations, there being ample power available when
the SEP is not operating. Figure 28.5 shows the possible temperature evolution for the
shield, based on tables 7-1 and 17-1 and figure 11-3 of the reference. Notice that real-time
data telemetry and commanding are not possible during periods when the Sun-spacecraft
distance is less than 0.5 AU. Ideally, in this bake-out phase, venting of the products to
space should be enhanced. The entrance aperture is not suitable for this as its area is small
and, in molecular flow path terms, it will be far from the baked detector. A large, baffled
vent offering a flow rate of 1000 l s−1, or even a venting door close to the baked optics,
should be considered. Some of the remote sensing instruments have large primary mirrors
in full Sun. This means they will face heat input of 952 W m−2 at aphelion (1.2 AU) to
34 kW m−2 at perihelion (0.2 AU) and will be radiatively cooled for the hot case. The large
temperature excursion in flight is going to be a severe test of the mountings and interfaces
between the mirrors and the metal supports and perhaps of the thermal stability of the
mirrors themselves. Compensation for the thermal excursions cannot be accomplished by
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Figure 28.5: Possible temperature evolution for the shield. Also shown are periods (ex-
ample 600 to 620 days) when internal instruments’ heaters could be powered to “bake
out” optics before observations, there being ample power available when the SEP is not
operating.

heater power. Concepts for variable heat transfer from telescopes to radiators are needed,
for example regulated heat pipes. Heat-rejection filters (different for EUV than for visible),
which reduce heat input to instruments but are stable to radiation, could also limit the
ultraviolet bandpass inside the instrument, resulting in reduced contamination sensitivity.
In the same way, selective mirror coatings, reflecting only the wanted part of the solar
spectrum while transmitting most of the unused spectrum into a heat sink, would separate
the heat and ultraviolet radiation from mirrors further down in the optical path and from
the focal planes. Offpointing in cruise phases can be as much as 30◦ at 1 AU and 10◦ at the
closest SEP operation with some risk of asymmetric heating of the instrument bodies. Such
excursions are similar to those experienced by SOHO during the loss-of-attitude, which
resulted in redistribution of contaminants inside instruments. In the case of SUMER this
resulted in a loss of responsivity of 31 % (on the average), which otherwise would have
not experienced any degradation. Thus a clean internal design is not sufficient under these
circumstances. A large venting area without UV illumination, preferably with instrument
heating, can reduce this degradation effect.

One solution to reduce the large difference in heat input between open and closed
aperture doors is to use SUMER-type doors which transmit visible light (ideally longer
than 300 nm) at all times and so remove the transient thermal effects from the exposures.
Yet the offpointing problem remains, as does the variation of input between aphelion and
perihelion in most operational orbits, assuming that the primary mirror is cooled by a
radiator that can dump the entire heat load irrespective of the orbit position. The volumes
of the instruments are large and naturally fall into two or more separated compartments,
the largest containing the primary and secondary mirrors and being difficult to keep clean
while the other(s) can be more easily isolated from the spacecraft, with purging possible on
the ground. Large instruments could fold their optical paths and thus shorten and stiffen
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their optical benches. This would reduce the thermal-control problems and, as a bonus,
assist in minimizing the mass. For EUV instruments, however, there is a high price to
pay in throughput for each reflection, which might not be acceptable for any resolving
instrument measuring radiances.

Dry-gas purging is difficult to guarantee on a continuous basis at spacecraft level, but
we would recommend that provision be made for this. Purging should be foreseen as a
weekly operation for, say, one hour and on exit from thermal vacuum tests or other tests
resulting in cold detectors. This applies to most optical instruments, and we expect that
more frequent or even continuous purging may be necessary for some detector types.

The instruments of the Solar Orbiter should be expected to have a high duty cycle in
order to catch small scale dymamic processes, but one of the most serious bottlenecks of
the mission will indeed be the limited telemetry. On the other hand, one cannot afford
to undersample or even miss interesting events. This concern can be resolved by having
the capacity to autonomously trigger on pre-determined categories of phenomena. This
implies taking a number of observations that will not be down-linked. This solution also
demands advanced processing on board. Assuming that stored data will normally be read
out on a first-in, first-out basis, it might prove useful to apply on-board intelligence to tag
some data for earliest possible read-out.

The stability of the instrument responsivities, and particularly of the focal plane flat-
fields, must be monitored carefully if it is to be maintained. For instruments imaging the
full solar disk, the diameter will indeed vary throughout the orbit, resulting in a variable ex-
posure and thus in a less deterministic evolution of the exposure and potential degradation
of the detector. The latter effects should therefore be minimized by new technological de-
velopments for focal-plane arrays (see “New Detector Concepts” in this volume [Hochedez
et al., 2002]). Simultaneously, the instruments should explore means for recalibration (ca-
libration lamps, assessment of the mirror changes).

The Solar Orbiter mission profile makes the operational conditions much more vari-
able, making stability of calibration a very important issue. The stability that was possible
on a mission like SOHO may not be achievable. However, we are optimistic that in spite
of the severe thermal problems to be faced, but given the success of SOHO, Solar Orbiter
will not present undue cleanliness problems.
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BOLD (Blind to the Optical Light Detectors) is an international initiative dedicated
to the development of novel imaging detectors for UV solar observations. It relies on the
properties of wide-bandgap semiconductor materials (in particular diamond and Al-Ga-
nitrides). This investigation is proposed in view of the Solar Orbiter UV instruments, for
which the expected benefits of the new sensors, visible blindness and radiation hardness,
will be highly valuable. Despite various advances in the technology of imaging detectors
over the last few decades, the present UV imagers based on silicon CCDs or microchan-
nel plates exhibit limitations which are inherent to their actual material and technology.
Yet the utmost spatial resolution, fast temporal cadence, sensitivity, and photometric ac-
curacy will all be decisive for forthcoming solar space missions. The advent of imagers
made of large wide-bandgap semiconductors would surmount many present weaknesses.
This would open up new scientific prospects and, by simplifying their design, would even
make the instruments cheaper. As for the Solar Orbiter, the aspiration for wide-bandgap
semiconductor-based UV detectors is still more desirable because the spacecraft will ap-
proach the Sun where heat and radiation fluxes are high. We describe the motivations lead-
ing to such new developments, and present a programme to achieve revolutionary flight
cameras within the Solar Orbiter schedule.

29.1 Motivations

Current solar atmospheric studies show that the need for improved UV observations is
paramount.

Practically, the observational data can be obtained by emphasizing apparently indepen-
dent attributes: temporal, spectral, spatial resolutions, signal-to-noise ratio, field of view,
etc. Scientific investigations benefit from all of these aspects. However, they are coupled
by the physical processes to be observed. For example, smaller phenomena usually have
less brightness, and evolve faster. This implies that the quests for high resolution, cadence
and sensitivity are fundamentally indivisible, and the goal would be to maximize all of
them consistently. These features unfortunately conflict from the instrumental perspective,
putting constraints on the design and operation of the optical system and the focal plane
instrumentation.

371
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In the imaging instrument case, let us consider a small area,ASun, at the Sun with a
homogeneous photon radianceL (m−2 s−1 sr−1) in the direction of one particular pixel P of
the instrument. The focal length is implicitly adjusted to haveASun match this pixel.�eff
will denote theeffectivesolid angle of the whole telescope as seen fromASun, i.e.�eff =
Aeff d−2, with Aeff being the effective area of the instrument, andd the Sun-telescope
distance. The responsivity,ε, and the telescope aperture,Aaper, are embedded intoAeff.
The number of photons,S, detected in the considered pixel P then is:

S= L ASunTExposureTime�eff (29.1)

Due to the Poisson statistics, theSN R(signal-to-noise ratio) is always smaller thanS/
√

S
=

√
S. Hence,

SN R2

ASunTExposureTime
≤ L Aeff

d2
(29.2)

Equation (29.2) relates the concrete values of an observation, on the left-hand side, to
other conditions, on the right-hand side. This formulation stresses the mutual limitations
of the spatial resolution, temporal cadence, andSN R. The left-hand side can be seen as a
specification for a future instrument. It is restricted by external premises controlled by the
Sun (L), the hardware design (Aeff), or the mission orbit (d). Under these circumstances,
the operation of a given instrument may also carry out trade-offs between the cadence,
limited by TExposureTime, the spatial resolution, which is adjustable by binning, and the
signal-to-noise ratio, which ought to be kept at a significant level.

With fixed focal length and pixel size, solar structures will be resolved at much smaller
spatial scales by going closer to the Sun. However, the signal observed by one resolving
element (pixel) will not change. Theangular resolution of instruments presently flown
on space missions is of the order of 1′′. For Solar Orbiter [Marsch et al., 2000;Fleck et
al., 2000] elements of 0.5′′ or better are expected. Thus one anticipates spatial resolving
elements of 75 km at the Sun from 0.21 AU for the EUV spectrograph (EUS) and 35 km
for the EUV imager (EXI). This corresponds to an area at the Sun of more than a factor
100 smaller than achieved by SUMER or TRACE. But the typical time constants then
are much shorter, because structures evolve faster at these scales. By extrapolating the
relationship between the areas and durations of quiet-Sun brightenings [Berghmans et al.,
1998], such events should last less than 100 ms, whereas typical exposure times of current
instruments are in the 10 s range; another factor of 1000 would be needed to sample the
intensity curves with 10 ms intervals. Assuming the contrast will be the same, which is not
guaranteed due to line-of-sight effects, the radiation collected by one pixel (at 0.5′′) will be
comparable to TRACE. Fortunately, the radianceL may happen to be locally higher than
the spatially-averaged radiance seen in current measurements, which would result from the
improved resolution associated with the low filling factor of magnetic structures suggested
by present observations. But it is very apparent that the effective area of the instruments
has to be maximized. It is the purpose of BOLD to increase, as much as possible, the
effective area of the UV instruments by using innovative imagers [Hochedez et al., 2000,
2001a,b, 2002;E. Monroy et al., J.L. Pau et al., personal communications, 2002].

Due to the large temperature range of the solar atmosphere, the wavelength region of
coronal observations includes the UV spectrum, from the XUV to the NUV. It is techno-
logically a difficult range as far as the optics and sensors are concerned. The performance
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Expected Quantum Efficiency for detectors  10 micrometers thick ("dead layer" Model)
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Figure 29.1: A Comparison of QE between Silicon and Diamond detectors estimated by
a simple dead-layer model. The plain curves correspond to diamond; the dotted curves
to silicon. The thick lines show the modeled QE with no dead layer. In all instances, the
depletion layer is 10µm thick.

of ultraviolet detectors has improved over the last few decades in different respects, and as-
trophysical instrumentation has taken advantage of that, and developed accordingly. Large,
sensitive silicon CCDs and microchannel plates contributed significantly to the achieve-
ments of recent solar missions, such as SOHO [e.g.,Thompson, 1999], Yohkoh, TRACE
and others. But the properties of the focal plane units are still the limiting factors in the
performance of modern telescopes. Present UV imagers exhibit shortcomings which are
difficult to overcome within their technology. CCD-based detectors suffer from several
drawbacks.

• The penetration depth of the photons in the silicon determines a pan-chromatic sen-
sitivity that is deleterious when observing a bright visible source such as the Sun
(Figure 29.1). One, therefore, adds filters in the optical design which block the un-
desired visible light, but, which then, regrettably, attenuate the throughput in the
ultraviolet.

• Cooling must be implemented to reduce the dark current and to prevent degradation
from ionizing radiation. This is a challenging and costly concern in space missions.

• Additionally, the cooled detector turns into a cold trap for contaminants, which stick
to the sensitive surface. As a result, bake-out resources are needed to frequently



374 29. NEW UV DETECTORCONCEPTS

Figure 29.2: Spectral response of GaN MSM photodetectors in the vacuum-UV range
(Left), and in the visible and near-UV range (Right). AfterE. Monroy et al. and O. Hainaut
et al., personal communications[2002].

drive off the volatile condensable material from the detector surface. Organic con-
taminants (including hydrocarbons), furthermore, have longer residence times on the
cold surface, and they polymerize under the UV signal, which degrades the detector
operations irreversibly.

• The ionizing radiation of the space environment leads to pollution of images with
“cosmic-ray hits” (points and streaks) that are hard to disentangle from the solar
signal.

• The surface and interfaces can charge under particle or UV doses. This deteriorates
the charge collection efficiency (CCE), and hence the stability and spatial homo-
geneity of the quantum efficiency (QE) [Defise et al., 1997]. The applicability of the
pre-launch calibration is thereafter compromised. Moreover, the ensuing degrada-
tions reduce the sensitivity of the focal plane, i.e., they jeopardize the lifetime of the
instrument.

In the VUV range, microchannel plate intensifiers have to be used because no imaging
devices presently exist that are intrinsically sensitive in this wavelength range. They still
need pixel sensors for position encoding, which may be CCDs, incorporating thereby some
of the previous problems, or anode arrays that sense the position of the incident photon by
centroiding the electron cloud produced by the channel plate, and converting it into a pixel
array. The latter avoids the drawbacks of CCDs, is inherently less sensitive to cosmic rays,
and needs no cooling. But microchannel plates have major additional drawbacks.

• They need high voltage for amplification.

• Due to scrubbing, their gain reduces continuously during usage. This makes the
calibration difficult to maintain. The high voltage must be increased to compensate
for scrubbing.

• Their resolution is limited by the pore size to about 10µm.

• Their count-rate capability is limited due to gain saturation.



29.2. The BOLD Project 375

• The image is distorted in two ways: due to alignment errors of the fibres, and due to
inhomogeneity of the electric field between the channel plate and the anode.

New detector devices based on wide-bandgap semiconductors (diamond or aluminium-
gallium-nitrides) can overcome many of the restrictions listed above [Goldberg, 1999;
Mainwood, 2000]. Like the CCDs in the past they will open new opportunities in the
development of solar telescopes, coronagraphs, and spectrometers of higher capabilities.
They will be more cost-effective than previous detectors by sparing the development and
the weight of cooling hardware, radiative shields and bake-out resources. Below, several
of the relevant benefits which make them promising UV imaging sensors.

• The wide bandgap allows the detector to operate at ambient or even higher temper-
atures.

1. Cooling hardware is no longer needed.

2. The contamination is reduced.

3. Heating resources for bake-out are not needed.

4. Materials can be selected with such large bandgaps that they are insensitive to
the most intense part of the solar spectrum, which makes the detectors “solar-
blind”, yet still sensitive in the ultraviolet.(See Figure 29.2.) As the filters
rejecting the visible spectrum also reduce the heat input to the instrument, they
usually cannot be suppressed altogether, but they would not be necessary for
optical reasons anymore. Nevertheless, whether one is kept or not, the associ-
ated loss of effective area will be significantly reduced.

• The compact crystal network of, for example, diamond, provides better radiation-
hardness; the smaller atomic numbers offer a smaller cross-section to damaging
radiation, and fewer artefacts due to cosmic-rays.

• The absence of an oxide layer will improve the QE, its uniformity (flatfield) and its
stability.

• Thanks to a greater resistance to electrical breakdown, the field strength can be
higher, and the pixel can potentially be in the sub-micrometer range: an order of
magnitude smaller than present, silicon-based detectors.

• Due to higher carrier velocities, the detector is fast, thereby reducing read-out over-
heads and the need for a shutter.

• In particular, the new detectors are directly sensitive to the VUV, which avoids en-
tirely all the drawbacks related to microchannel plate intensifiers.

29.2 The BOLD Project

29.2.1 Specifications

More than six UV imagers are anticipated in the Solar Orbiter assessment study re-
port. The format requirements are similar (arrays from 2k by 2k, to 4k by 4k pixels), but
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the wavelengths differ, ranging from 4 nm to 150 nm. The limited telemetry rate of deep
space missions makes partial read-out (windowing) and random pixel access necessary
to reduce the readout overheads. Read-out on the chip, developed for active pixel sen-
sors (APS-CMOS technology), is also compatible with the current concepts for BOLD
sensors, and will be demonstrated during the feasibility phase. In addition to the large
imaging arrays baselined above, simpler UV detectors, of one or a few pixels, will also
be included as total irradiance or technological monitors. They would benefit from wide-
bandgap semiconductor-based technologies too.

29.2.2 Programme

Diamond and aluminium-gallium-nitride materials are currently under investigation.
They have the most promising properties with respect to our goals. The plan aiming at
novel flight detectors must take into account several factors; in particular:

• The final devices must optimize their set of parameters: wavelength range, pixel
array size. Their superiority to alternative technologies will be demonstrated in view
of the science required of each instrument.

• The final devices must be ready in time: fully adapted, tested, selected, space-
qualified and calibrated well in advance of integration.

To achieve this, strategic lines have been worked out:

1. The project aims to provide large, solar-blind, UV-sensitive cameras within the
schedule of the Solar Orbiter: prototype demonstrated five years before launch.

2. All Solar Orbiter UV instruments are addressed.

3. Progress will be via a set of transitional objectives. The key solutions are demon-
strated separately first.

4. Comprehensive tests evaluate diamond and nitride devices of comparable architec-
tures.

5. The methodology traces all devices through all relevant experiments.

6. The tests extend from the XUV to the visible covering the range of anticipated
benefits. Appropriate facilities are available: synchrotron (XUV to VUV), lasers and
lamps (VUV-visible).

7. Hybrid devices, which may combine the merits of the APS-CMOS and BOLD con-
cepts, are foreseen.

8. Empirical and theoretical modelling are key components to control the expected
feedback from the experiments to the fabrication process.

Another important ingredient to success comes from an appropriate organization and a
policy of rapid disclosure of the measurements through modern communications media
(http://bold.oma.be) and publications.
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Figure 29.3: Left : Schematic view of a hybrid structure interfacing a wide-bandgap semi-
conductor membrane with an APS-CMOS sensor via indium bumps by way of the flip-
chip technology. Right : Photograph of 7µm electroplated indium bumps on 10µm pitch
(under development, density of bumps: 106 cm−2). Courtesy of IMEC, Leuven.

Hybrid structures have been designed (Figure 29.3). The indium-bumps technology
and the flip-chip integration allow interfacing of the sensitive membrane with standard
CMOS circuitry. Special read-out electronics can be included for example for random ac-
cess to subarrays, which takes full advantage of the APS concepts and preserves most
BOLD features. Amorphous membranes could also be appropriate for such hybridiza-
tion. All selected solutions encompass the required objectives of solar-blindness, better
quantum efficiency, stability and uniformity of response, radiation-hardness, fast read-out,
random pixel access and contamination reduction. The manufactured devices will be radio-
metrically characterized with synchrotron beam lines, laser sources and monochromated
UV lamps in several European facilities. Nitride and diamond imagers will be systemati-
cally intercompared and will be judged against competing technologies so as to drive the
development process and the final selection of flight hardware. The main focus will be
on assessing the detectors’ radiation-hardness, UV efficiency, solar-blindness and ageing
robustness, in addition to testing their fundamental functions.
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Glossary

SOHO’s Instruments

CDS Coronal Diagnostic Spectrometer

CELIAS Charge, ELement and Isotope Analysis System

COSTEP COmprehensive SupraThermal and Energetic Particle analyzer

EIT Extreme ultraviolet Imaging Telescope

ERNE Energetic and Relativistic Nuclei and Electron experiment

LASCO Large Angle and Spectrometric COronagraph

MDI Michelson Doppler Imager

SEM Solar Extreme ultraviolet Monitor

SUMER Solar Ultraviolet Measurements of Emitted Radiation

SWAN Solar Wind ANisotropies

UVCS UltraViolet Coronagraph Spectrometer

VIRGO Variability of solar IRradiance and Gravity Oscillations

Other Instruments / Spacecraft

ACE Advanced Composition Explorer

EGS EUV Grating Spectrograph

FUSE Far-Ultraviolet Spectroscopic Explorer

SERTS Solar EUV Research Telescope and Spectrograph

HRTS High Resolution Telescope and Spectrograph (on HST)

HST Hubble Space Telescope

ISS International Space Station

IUE International Ultraviolet Explorer

Pioneer Series of spacecraft for study of the interplanetary and outer solar system

SNOE Student Nitric Oxide Explorer
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SOLSTICE SOLar-Stellar Irradiance Comparison Experiment (on UARS)

SORCE SOlar Radiation and Climate Experiment

SPARTAN 201 Shuttle-launched and -retrieved satellite missions for coronal studies

SUSIM Solar Ultraviolet Spectral Irradiance Monitor (on UARS)

TIMED Thermosphere, Ionosphere, Mesosphere, Energetics and Dynamics mission

TRACE Transition Region And Coronal Explorer

UARS Upper Atmosphere Research Satellite

UlyssesSpacecraft for the study of the heliosphere, out-of-ecliptic orbit, passing over the
solar poles

Voyager Twin spacecraft mission, studying the outer solar system

WIND Spacecraft for magnetospheric and ionospheric studies

Yohkoh Japanese for “sunbeam”, satellite that carried instruments for X-rays and gamma
rays

Institutions

ESA European Space Agency

NASA National Aeronautics and Space Agency (US)

ISAS Institute of Space and Astronautical Science (Japan)

BIPM Bureau International des Poids et Mesures

NIST National Institute of Standards and Technology (US)

PTB Physikalisch-Technische Bundesanstalt (Germany)

Other

SICWG SOHO Inter-Calibration Working Group

Cal-SO Rocket underflights for SOHO cross-calibration
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Wavelength Bands

Nomenclatures for wavelength bands are often rather arbitrary, not unambiguous, and
certainly not consistent from author to author. The vacuum-ultraviolet (VUV) spectral
region, for example, is often subdivided into a far ultraviolet (FUV) and an extreme ultra-
violet (EUV) range. A possible and rather common classification is the following:

Name (Abbreviation) Nominal Range
X-rays 0.1 nm – 10 nm

(0.1 keV – 10 keV)
soft X-rays 0.3 nm – 10 nm

(0.1 keV – 3 keV)
vacuum UV (VUV) < 200 nm
ultraviolet (UV) < 450 nm
visible 450 nm – 750 nm
near infrared (NIR) 750 nm – 2.5µm
far infrared (FIR) 2.5µm – 100µm
sub-millimetre (sub-mm) 100µm – 1 mm
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Unité Mixte, CNRS-Université
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Università di Firenze
Largo Enrico Fermi 2
50125 Firenze, Italy
email:reardon@arcetri.astro.it

Wolfgang J. Riedel
Fraunhofer Institute of
Physical Measurement Technology
Heidenhofstraße 8
79110 Freiburg, Germany
email:wolfgang.riedel@ipm.fhg.de

Marco Romoli
Dip. di Astronomia e Scienza dello Spazio
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