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Foreword by the Directors of ISSI

It is ten years since Analysis Methods for Multi-Spacecraft Data, edited by Götz
Paschmann and Patrick Daly, was published as the first volume in the ISSI Scientific Re-
port Series. In these ten years, the methods and techniques have been extensively used
for analysing multi-point space plasma measurements in and around the Earth’s magneto-
sphere. Work on that book began at the time when the first attempt to launch ESA’s four-
spacecraft Cluster mission failed in 1996. Since the successful launches in 2000, it has
become a very popular and much-quoted reference that has guided the increasingly pro-
ductive data analysis of the challengingly complex Cluster data sets by the space physics
scientific community. The Basic Sciences Book Award in October 1999 by the Interna-
tional Academy of Astronautics to the Editors and the team who produced that book has
confirmed the very high esteem with which the book has been received.

Now, ten years after its publication, and after more than seven years of data accumu-
lation by Cluster, it is time to complement the original book with a new volume in the
same ISSI Scientific Reports series, now Volume SR-008, to briefly summarise the lessons
learned in analysing the real multi-point data sets. The original editors, Götz Paschmann
and Patrick Daly, have guided the team of authors, many of whom had taken part in produc-
ing the previous volume, in reviewing the application of the original analysis techniques to
the real data and in outlining the progress that has been made in the techniques themselves.
Given that the multi-spacecraft Cluster data set (now amounting to many terabytes) will
remain a reference for space plasma physics research for many years to come, revisiting
the first volume is a very necessary and valuable exercise. ISSI is proud of the success
of the first volume and is equally proud to be associated with Multi-Spacecraft Analysis
Methods Revisited. We are grateful to the editors and authors for their dedication to bring-
ing to the space plasma scientists the revised techniques to support the full exploitation of
the data from Cluster and other multi-spacecraft missions.

R. M. Bonnet, A. Balogh, R. von Steiger
Bern, Switzerland

February 2008
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Introduction

In 1998, as part of the preparation for the Cluster mission, ISSI published a book
entitled Analysis Methods for Multi-Spacecraft Data as the first volume, ISSI SR-001,
in its Scientific Report series [Paschmann and Daly, 1998]. An updated version is still
available in electronic form from the ISSI web site. As the book was published before
Cluster was launched, no data were available for testing the multi-spacecraft methods. In
the seven years since the launch in 2000, however, there have been ample opportunities to
do so, as described, for example, in Volume 20 of the Space Sciences Series of ISSI.

The purpose of the present book, again published in ISSI’s Scientific Report series,
is to complement the original book by presenting the results of these applications, with
emphasis on the validation and further development of the methods, including their limi-
tations and pitfalls. Many of the original authors have contributed to this update.

There is no one-to-one correspondence between the chapters in the present volume and
those in the original book, since the latter included chapters of a tutorial nature that are
not needed here. This new book combines methods that were spread over a number of
chapters, and presents additional methods that had not been developed in time, or were not
included in ISSI SR-001 for other reasons.

While the focus of the methods is on multi-point measurements, this book also contains
updates on a number of single-spacecraft methods, because their usefulness has become
evident after their validity could be checked, for the first time, with four-spacecraft mea-
surements.

The book is organised as follows:

• Chapter 1 (Discontinuity Orientation, Motion and Thickness) deals with the de-
termination of the orientation, motion and thickness of plasma boundaries or dis-
continuities, based on single- and multi-spacecraft methods. The chapter is tied to
Chapters 8, 10 and 11 of ISSI SR-001.

• Chapters 2, 3, and 4 deal with one of the unique capabilities available with four-
spacecraft measurements, namely the determination of spatial derivatives of scalar
or vector quantities. Chapter 2 (The Curlometer and Other Gradient Based Meth-
ods) emphasises the application to electric current density estimates from ∇ × B,
hence the name curlometer, which was the subject of Chapter 16 of ISSI SR-001.
But the chapter also refers to density gradient determinations and briefly introduces
other gradient analysis methods. Chapter 3 (Geometrical Structure Analysis of the
Magnetic Field) deals with the determination of the spatial rotation of the magnetic
field, including its curvature, as well as the orientation of magnetic structures based
on the gradient of the field strength. Chapter 4 (Reciprocal Vectors) summarises the
utility of reciprocal vectors, dealt with in Chapters 12, 14 and 17 of ISSI SR-001,
for the determination of boundary normals and speeds, as well for the estimation of
spatial gradients, including the errors of those estimates.

• Chapters 5 and 6 deal with the multi-spacecraft analysis of waves and turbulence.
Chapter 5 (Multi-Spacecraft Methods of Wave Field Characterisation) is about the
unique four-spacecraft capability of identifying waves with different wave vectors

vii



viii INTRODUCTION

that are simultaneously incident on the spacecraft configuration. This topic was the
subject of Chapters 3 and 4 of ISSI SR-001. Closely related to Chapter 5 is Chapter 6
(Multi-Spacecraft Turbulence Analysis Methods), which deals with the multi-point
analysis of plasma turbulence, a topic not included in ISSI SR-001.

• Chapter 7 (Proper Frame Determination and Walén Test) describes the determi-
nation of the proper (co-moving) frame, in which plasma structures appear time-
stationary, including the so-called deHoffmann-Teller (HT) frame, in which the
plasma flow is magnetic field aligned, and describes the utility of such systems,
including the identification of discontinuities via the Walén-relation test. It is an
extension of Chapter 9 of ISSI SR-001.

• Chapter 8 (Plasma Kinetics) describes the analysis of plasma kinetics, particularly
the determination of boundary orientation and motion from observations of aniso-
tropies in particle distribution functions, and the mapping of electromagnetic fields
based on Liouville’s theorem. It is tied to Chapter 7 of ISSI SR-001.

• Chapters 9 and 10 deal with methods that allow field and plasma structures traversed
by one or more spacecraft to be reconstructed in a two-dimensional region surround-
ing the spacecraft trajectory. Both methods were developed after ISSI SR-001 was
published. Chapter 9 (Grad-Shafranov and MHD Reconstructions) describes the
construction of two-dimensional maps of magnetic field and plasma flows, based
on the Grad-Shafranov or other versions of the MHD equations. Chapter 10 (Em-
pirical Reconstruction) describes a method to reconstruct the structure of plasma
boundaries by assuming that the observations can be interpreted in terms of either
time-stationary structures that are convected past the spacecraft or as waves propa-
gating along the boundary.

Due to the close relation between the various subjects, it is unavoidable that there is a
certain amount of overlap between the chapters. Cross-references help to navigate between
chapters and subjects.

We thank the authors for the very substantial amount of time they invested in the writ-
ing of this book, and the referees (Dragos Constantinescu, Johan De Keyser, Stefan Eriks-
son, Mel Goldstein, Jonathan Eastwood, Bengt Sonnerup, Andris Vaivads, Joachim Vogt,
Simon Walker, and Elden Whipple) for their helpful comments and criticism. We espe-
cially thank Bengt Sonnerup for his careful reading of the entire manuscript.

Götz Paschmann
Garching, Germany

Patrick W. Daly
Katlenburg-Lindau, Germany
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Notation Conventions ix

Notation Conventions
The conventions used in this book are the same as in ISSI SR-001:

• Greek subscripts α, β, . . . apply to spacecraft; Latin subscripts i, j, . . . to cartesian
coordinates.

• Vectors are indicated by boldface symbols, as B, v, ω. For purposes of matrix
multiplication, these are considered to be column vectors; the corresponding row
vectors are BT , vT ,ωT .

• Unit vectors are written as n̂, b̂.

• Matrices and tensors are represented by sans serif characters, e.g. M, Π; their trans-
posed forms are MT ,ΠT and their hermitian conjugates are M†,Π†.

• Multiplication of vectors is marked with the standard operators for the dot (a · b)
and cross (a × b) products.

• Matrix multiplication has no explicit operator; in this context, vectors are treated as
column matrices, e.g.:

aTS b =
∑
ij

aiSijbj

Thus the dyadic abT represents the 3× 3 tensor whose ij component is aibj , while
the product aT b is equivalent to a · b =

∑
i

aibi .
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Cluster instruments referred to in this book

CIS Cluster Ion Spectrometry
CIS/HIA CIS Hot Ion Analyzer
EFW Electric Fields and Waves
FGM Fluxgate Magnetometer
PEACE Plasma Electron and Current Experiment
RAPID Research with Adaptive Particle Imaging Detectors
STAFF Spatio-Temporal Analysis of Field Fluctuations Experiment
STAFF-SC STAFF Search Coil
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Notes on ISSI SR-001
The Electronic Edition of ISSI SR-001, which is available as a PDF file at http://

issibern.ch/PDF-Files/analysis methods 1 1a.pdf , has a section called Notes, which col-
lects errors corrected in the Electronic Edition and coments made by the authors. The only
error reported since the Electronic Edition is the following:

In Chapter 6, Eqn. 6.8 for the heat flux vector H is missing a final term − 1
2 ρ V

2V ,
such that the equation becomes

H =Q− V · P−
1
2
V Tr (P)−

1
2
ρ V 2V

http://issibern.ch/PDF-Files/analysis_methods_1_1a.pdf
http://issibern.ch/PDF-Files/analysis_methods_1_1a.pdf
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Discontinuity Orientation, Motion, and
Thickness

BENGT U. Ö. SONNERUP

Thayer School of Engineering, Dartmouth College
Hanover, New Hampshire, USA

STEIN E. HAALAND

Max-Planck-Institut für extraterrestrische Physik
Garching, Germany

(also at: University of Bergen, Bergen, Norway)

GÖTZ PASCHMANN

Max-Planck-Institut für extraterrestrische Physik
Garching, Germany

Knowledge of their orientation, motion, and thickness is essential for the study of
plasma discontinuities and the physical processes associated with them. In Chapters 8-12
of the original ISSI methods book [Paschmann and Daly, 1998], hereafter referred to as
ISSI SR-001, a variety of single- and multi-spacecraft methods for determination of these
quantities were presented. Since the publication of that book, the analysis of data from the
Cluster mission has led to various inter-comparisons and generalisations of these methods.
In this chapter, we present a brief overview of these developments. Applications to date
have included interplanetary discontinuities as well as Earth’s bow shock, magnetopause,
and tail current sheet. Methods based on Cluster’s curlometer and gradient capability, of
utility for small spacecraft separations, are discussed in Chapter 3.

1.1 Methods based on multi-spacecraft timing
Provided they are well defined, the centre times, ti , and durations, 2τi , of the dis-

continuity traversals by N spacecraft (i = 0, 1, 2, 3, . . . , N − 1) can be used to obtain
information about the orientation, motion, and thickness of the discontinuity, under the
assumption that it is locally planar and maintains a steady orientation. The timing can
be determined from any quantity that is measured with sufficient time resolution by all
spacecraft and that undergoes a significant change across the discontinuity or within it. In
practice, the magnetic field data, which are accurately measured and have sufficiently high
time resolution, are usually preferred. The situation for N=4 (the Cluster mission) is the
simplest case: Two basic approaches, here referred to as the ‘Constant Velocity Approach’
or CVA, and the ‘Constant Thickness Approach’ or CTA can be found in the literature. The
former was described in Section 10.4.3 [Schwartz, 1998] of ISSI SR-001 and discussed in

1



2 1. DISCONTINUITY ORIENTATION, MOTION, AND THICKNESS

several other chapters of that book. This method was developed by Russell et al. [1983],
who used it to study interplanetary discontinuities. For this application, the assumption
of a constant velocity of the discontinuity during its encounter with all four spacecraft is
well justified. CVA returns the unit vector, n̂, normal to the discontinuity, along with a
single velocity of motion, V0, along n̂, and also four thicknesses, one from each of the
four spacecraft crossings.

For applications to the magnetopause and bow shock, the assumption of a constant ve-
locity may be less appropriate because these discontinuities are often in rapidly changing
motion. It is for this purpose that CTA was developed by Haaland et al. [2004a]. It re-
turns the normal, n̂, a single thickness, d, and four velocities, one from the traversal of the
discontinuity by each spacecraft. If single-spacecraft determinations (see Section 1.2) of
the normal direction give accurate and consistent n̂ vectors from the four spacecraft, then
this information can be used to allow for variable velocity and thickness in an approach re-
ferred to as the Discontinuity Analyser or DA (see Section 1.1.3 below and also Chapter 11
[Dunlop and Woodward, 1998] in ISSI SR-001 and Dunlop et al. [2002]). Alternatively,
other single-spacecraft information can be used to allow for constant acceleration in CVA
or linear time change of the thickness in CTA [Haaland et al., 2004a]. A combination of
CVA, CTA, and DA, called the Minimum Thickness Variation (MTV) method, has also
been developed and applied in a statistical study of magnetopause crossings [Paschmann
et al., 2005].

1.1.1 Polynomial velocity approach (PVA): N ≥ 4
Since future missions may contain more than four spacecraft, the development of

methodology for N > 4 is an important task. A least-squares version of CVA for N > 4
was described in Chapter 12 [Harvey, 1998] of ISSI SR-001. This method gives a single,
but presumably more reliable, estimate of the normal n̂ and of the velocity V0 than is ob-
tained for CVA with N = 4. It reduces to the regular CVA when N = 4. Here we outline
a different approach, called PVA, in which the additional information gained from having
data from more than four spacecraft is used to describe temporal variation of the velocity
of the discontinuity. We present the PVA analysis for N ≥ 4 and show how CVA emerges
when N = 4. Using the approach developed for N = 4 by Haaland et al. [2004a], we
write the velocity V (t) of the discontinuity as the following polynomial in time t :

V (t) = A0 + A1t + A2t
2
+ A3t

3
+ . . .+ AN−4t

N−4
=

j=N−4∑
j=0

Aj t
j (1.1)

The corresponding thicknesses di(i = 0, 1, 2, 3, . . . , N − 1) at the individual spacecraft
traversals of the discontinuity are then

di =

ti+τi∫
ti−τi

V (t)dt =

{
j=N−4∑
j=0

Aj t
j+1/(j + 1)

}ti+τi
ti−τi

(1.2)

The traversals are ordered according to increasing time. The first crossing, denoted by
CR0, occurs at time t = t0 = 0 and has duration 2τ0, while the last crossing, CR(N − 1),
occurs at time t = tN−1, and has duration 2τN−1. Similarly, the spacecraft separations
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are given relative to the spacecraft that first encounters the discontinuity: the separation
vector Ri runs from that spacecraft to the spacecraft that has its crossing at t = ti (i =
1, 2, 3, . . . , N − 1). The component of that vector along n̂ can then be expressed as

Ri · n̂ =

t=ti∫
t=0

V (t)dt = A0

j=N−4∑
j=0

(Aj/A0)t
j+1
i /(j + 1) (1.3)

There are (N -1) equations of this form. They are linear in the three components of the vec-
torm ≡ n̂/A0 and in the (N−4) coefficient ratios [(A1/A0), (A2/A0), . . . , (AN−4/A0)].
The system of equations can be written in matrix form as MX = Y , i.e., explicitly as

R1x R1y R1z −t21/2 · · · −tN
′′

1 /N ′′

R2x R2y R2z −t22/2 · · · −tN
′′

2 /N ′′

R3x R3y R3z −t23/2 · · · −tN
′′

3 /N ′′

· · · · · · · · · · · · · · · · · ·

· · · · · · · · · · · · · · · · · ·

RN ′x RN ′y RN ′z −t
2
N ′
/2 · · · −tN

′′

N ′
/N ′′





mx

my

mz

A1/A0

· · ·

AN ′′/A0


=



t1

t2

t3

· · ·

· · ·

tN ′


(1.4)

where for reasons of compactness (N − 1) has been written as N ′ and (N − 4) as N ′′.
After the system has been solved for the vector X, the coefficient A0 (the velocity at

t=0) is obtained from the normalisation condition n̂2
= 1, the result being A0 = 1/|m|

and n̂ = m/|m| The coefficients (A1, A2, . . . , AM) can then be obtained from X to yield
a description of the temporal variation of the discontinuity velocity as the polynomial in
Eqn. 1.1. The vector m is the ‘slowness vector’ in Section 4.2.

The durations of the N individual crossings of the discontinuity do not enter into
the calculation but provide subsidiary conditions from which the N thicknesses di (i =
0, 1, 2, . . . , N − 1) can be calculated, using Eqn. 1.2. Thus, in addition to n̂, the method
returns N thicknesses, one for each spacecraft crossing, and (N − 3) velocity coefficients.
The thickness variations with time can also be described in terms of the polynomial

d(t) =

k=N−1∑
k=0

Dkt
k (1.5)

in which the coefficients can be determined from the N thicknesses.
For N = 4 (Cluster), the matrix M has dimension 3 × 3 and therefore contains only

the separation vectors. In this case, only the coefficient A0 = V0 is retained in Eqn. 1.1
and PVA reduces to CVA.

1.1.2 General polynomial approach (GPA): N ≥ 4
We now describe a general family of methods for N ≥ 4, in which both the crossing

centre times, ti , and the crossing durations, 2τi , are used in the determination of n̂ and the
velocity coefficients Ai . We first modify the summations in equations 1.1, 1.2, and 1.3 to
run from j = 0 to j = (N − 4 + G) (rather than to j = N − 4) so that there are now
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(N − 3+G) coefficients Aj . We then represent the thickness d(t) of the discontinuity as
the polynomial in Eqn. 1.5 but with the upper limit of the summation changed from (N−1)
to (N − 1−G) so that there are now (N −G) thickness coefficients. The total number of
polynomial coefficients is (2N−3). Since (N−1) time delays relative to the first crossing
and N crossing durations are measured, the problem has a total of (2N − 1) degrees of
freedom, of which two are needed to specify the direction of the normal vector, leaving
(2N − 3) for the coefficients in the velocity and thickness polynomials. The number
denoted by G can take on the set of values (0, 1, 2, 3, . . . , N − 1) so that the number
of different individual methods is equal to the number of spacecraft, The case G = 0
corresponds to PVA, as described in Section 1.1.1. Note that negative G values are not
allowed because Eqn. 1.3 then becomes over-determined: it gives (N − 1) equations for
(N − 1 + G) ≤ (N − 1) unknown quantities. Therefore, the assumption of a constant
velocity of the discontinuity (CVA) is in general not consistent with the timing data for
N > 4.

The case G = 3 (see Appendix) has the special property that the N velocity coef-
ficients can be determined in terms of the (N − 3) thickness coefficients from Eqn. 1.2
combined with Eqn. 1.5, without coupling to Eqn. 1.3. The latter equation, together with
the normalisation condition n̂2

= 1, is then used to solve for the normal vector compo-
nents and the (N − 3) thickness coefficients. This case reduces to CTA, as described by
Haaland et al. [2004a], when N = 4 (Cluster). For N > 4, the case G = (N − 1) results
in a more general version of CTA.

The existence of methods corresponding to G-values other than G = 0 and G = 3
was pointed out to us by J. P. Eastwood [private communication]; these additional cases
are not developed in detail here. For N = 4, there are two methods in addition to CVA
(G = 0) and CTA (G = 3): the case G = 1 describes linear time variation of the
velocity, i.e., constant acceleration of the discontinuity, with parabolic time variation of
the thickness; the case G = 2 describes parabolic time variation of the velocity and linear
time variation of the thickness. These two new methods have the advantage over CVA and
CTA that they do not have a built-in assumption that either the velocity or the thickness
of the discontinuity is constant. If, in a chosen event, the velocity is in fact constant, or
nearly constant, then the velocity coefficients from either of these new methods, except
for the coefficient A0, would come out zero or small. Similarly, if the thickness is in fact
constant, or nearly constant, then the thickness coefficients, except for D0, would come
out zero or small. For N > 4, it would also seem preferable to use one of the methods
intermediate between G = 0 and G = (N − 1) in order to maintain maximum flexibility
in the polynomials describing velocity and thickness.

1.1.3 Generalisations of DA: N ≥ 4
In the DA approach, one assumes that the normal vector n̂ is known from the analysis

of single-spacecraft data. The two degrees of freedom thus gained can be used to provide
a more detailed description of the time dependence of the velocity and thickness of the
discontinuity. The development in Section 1.1.1 then simplifies to the solution of the
following set of (N − 1) linear equations for the (N − 1) velocity coefficients Aj :

Ri · n̂ =

j=N−2∑
j=0

Aj t
j+1
i /(j + 1), i = 1, 2, . . . , N − 1 (1.6)
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The N discrete thicknesses, one for each spacecraft, are then obtained from Eqn. 1.2,
with its sum extended to j = (N − 2). For N=4, this method reduces to the regular DA,
in the form described by Haaland et al. [2004a], in which the velocity variation with time
is described by a quadratic polynomial.

Adaptation of the general polynomial methods in Section 1.1.2 to the DA approach is
straightforward. The total number of polynomial velocity coefficients is now (N−1+G),
while the number of thickness coefficients is (N −G), with G = (0, 1, 2, . . . , N − 1) as
before. The case G = 0 is described by Eqn. 1.6 above.

1.1.4 The case N < 4
We now briefly discuss cases where fewer than four spacecraft are available for timing.

If N = 1, one or more of the single spacecraft methods described in Section 1.2 must be
used to obtain the normal vector n̂ and the constant velocity V0 along the normal; the only
useful timing is the duration 2τ0 of the discontinuity traversal, which is used to obtain the
width d0 = 2τ0V0.

For N = 2, the counterpart of CVA consists of using an n̂ vector obtained from a
single-spacecraft method in R1 · n̂ = A0t1 to obtain the constant velocity V0 = A0 and
two thicknesses, d0 = 2τ0V0 and d1 = 2τ1V0. The corresponding version of CTA uses
two terms,A0 andA1, of the sums in Eqns. 1.1, 1.2, 1.3, and 1.4, and a single termD0 = d

of the sum in Eqn. 1.5. The result is two velocities, one at each spacecraft crossing, and a
single thickness d .

For N = 3, one possibility is to still use an n̂ vector from single-spacecraft methods.
The counterpart of PVA will then use two velocity terms, A0 and A1 (initial velocity and
constant acceleration), in the sums on the right sides of Eqns. 1.1 and 1.2, these terms being
determined from the two Eqns. 1.3. Three thicknesses will be obtained from Eqn. 1.2.
More generally, the counterpart of GPA has (2 + G) velocity coefficients and (3 − G)
thickness coefficients, with G = (0, 1, 2). As before, G = 0 corresponds to PVA.

For N = 3 there are also other possibilities. For example, one may assume that,
because of a poor separation between the two smallest eigenvalues, n̂ is not fully known
from minimum-variance analysis of B (MVAB; see Section 1.2) but is constrained to lie
in the plane perpendicular to the maximum-variance direction. In this case, GPA can have
(1+G) velocity coefficients and (3−G) thickness coefficients, with G = (0, 1, 2). The
constraint is conveniently implemented by use of the eigenvectors from MVAB as basis
vectors.

1.1.5 Timing and errors
The accuracy of the results produced by timing methods depends critically on the use

of a systematic method for determination of the centre crossing times ti and crossing dura-
tions 2τi . For magnetopause traversals, Haaland et al. [2004a] fitted a hyperbolic tangent
curve to the time plot of the measured magnetic-field component along the maximum vari-
ance direction from MVAB by a least-squares procedure and then used the centre time and
the duration of the fitted curve as ti and 2τi . For bow shock crossings, Bale et al. [2003]
fitted hyperbolic tangents to the measured density profiles.

An alternate approach for ti is to determine the time lag between the spacecraft traver-
sals of the discontinuity by cross correlation of corresponding time series. If, for example,
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the changes in a magnetic field component are used for the analysis, the uncertainty1ti in
the resulting time delay can be estimated as

(1ti)
2
=

1
(M − 1)

(1− cc)
cc

2
〈
δB2〉〈

(dB/dt)2
〉 (1.7)

where M is the number of data points, cc is the optimal correlation coefficient obtained,〈
δB2〉 is the average magnitude square of the deviation of field component used from its

average value, and
〈
(dB/dt)2

〉
is the average slope square of the signal. The above for-

mula is based on the assumption of two time-shifted signals, each contaminated by white
noise. Also, it is assumed that the signals approach constant levels at the two ends of the
correlation window [A. V. Khrabrov, private communication].

Error estimates for CVA, based on uncertainties in the timing, were given by Knetter
et al. [2004]. The Cluster experience with CVA, which method has been widely used, and
also with CTA, has been that they often appear to work well, in some cases consistently
better than the various single-spacecraft methods (see Section 1.2). But the accuracy of
the vector n̂ is usually not high enough to allow reliable determination of the small com-
ponents of B along n̂, encountered at the magnetopause. For example, in a magnetopause
traversal such that |〈B〉| = 40 nT, an uncertainty of ±3◦, say, in the orientation of n̂ leads
to a corresponding uncertainty in the normal field component of up to ±2 nT, which may
be sufficient to mask the presence of a small component actually present or to preclude its
accurate determination.

1.2 Single-spacecraft methods
Even for multi-spacecraft missions, methods based on data from the individual single

spacecraft can play important roles. They provide consistency checks on normal vectors
and velocities obtained from multi-spacecraft timing; they can help identify curvature of
the discontinuity surface or systematic changes in orientation during the time interval be-
tween individual crossings; and they can be used to augment results from multi-spacecraft
timing, as is done for example in the DA method.

Since the publication of ISSI SR-001, new developments of single-spacecraft meth-
ods have included finding a computationally convenient method for Minimum Faraday
Residue (MFR) determination [Khrabrov and Sonnerup, 1998a] and Minimum Mass-flux
Residue (MMR) determination [Sonnerup et al., 2004] of the normal vector and velocity
of a one-dimensional discontinuity. Both methods were discussed in Chapter 8 of ISSI SR-
001 [Sonnerup and Scheible, 1998] but were not developed into suitable least-squares pro-
cedures. Recently, a unified approach to minimum-variance and minimum-residue meth-
ods has been presented [Sonnerup et al., 2006, 2007] and has led to the identification of
several additional methods.

The unified method can be applied to any measured quantity that obeys the classical
conservation law

∂ηi + (∂/∂xj )qij = 0 (1.8)

where ηi is the density of a conserved vector quantity, e.g., momentum, and qij is the cor-
responding second-rank transport tensor. If the conserved quantity is a scalar, e.g., mass,
the subscript i is deleted; the density is then the scalar η and the transport is expressed



1.2. Single-spacecraft methods 7

by the vector qj . In some applications, such as the magnetic field, for which η = 0 and
qj = Bj , the procedure becomes regular Minimum Variance Analysis (MVAB; see Chap-
ter 8 of ISSI SR-001). By minimisation of a suitably defined residue that is quadratic in
the components of the normal vector n̂ and in the velocity un of the discontinuity (in the
notation of Section 1.1: un ≡ V0), both n̂ and un can be determined as described by Son-
nerup et al. [2006]. The normal vector obtained from the minimisation is the eigenvector
corresponding to the smallest eigenvalue of the symmetric matrix

Qij =
〈
(δqki − Uiδηk)(δqkj − Uj δηk)

〉
(1.9)

where
Uj =

〈
δηiδqij

〉
/
〈
|δηk|

2
〉

(1.10)

is a velocity vector such that the speed of the discontinuity along n̂ is un = U · n̂ = Ujnj .
(The physical significance of the full velocity vector U is not clear.) In these expressions,
the δ symbol is used to indicate the deviation of an individual measured quantity from its
average, the latter denoted by the brackets 〈· · · 〉. For example, we have δηk ≡ ηk − 〈ηk〉.
Also note that summation is implied over repeated subscripts, e.g., |ηk|2 = η2

1 + η
2
2 +

η2
3. If ηi = 0 or δηi = 0, no velocity un is obtained and the matrix becomes Qij =〈
δqkiδqkj

〉
. Furthermore, when the transport quantity is a vector, e.g., the magnetic field,

the subscript k is suppressed so that qki = qi = Bi . The matrix Qij =
〈
δBiδBj

〉
then

is the usual magnetic variance matrix and the method becomes MVAB. The motion of
the discontinuity in this case cannot be obtained from MVAB but can be estimated as
un = V HT · n̂ where V HT is the deHoffmann-Teller velocity (see Chapter 9 of ISSI SR-
001 [Khrabrov and Sonnerup, 1998b] and Chapter 7 of the present volume).

As described in detail by Sonnerup et al. [2006], the above formalism can be applied
to a variety of conservation laws, including mass (Minimum Mass-flux Residue, MMR),
linear momentum (MLMR), total energy (MTER), entropy (MER), electric charge, and
(via Faraday’s law) magnetic flux. In this latter case, the result is the method known
as Minimum Faraday Residue (MFR) analysis, originally described by Terasawa et al.
[1996], and then developed into a convenient form by Khrabrov and Sonnerup [1998a].
This method should strictly speaking be used with actually measured electric field vectors
E but has often been applied to the convection electric field, Ec = −v × B instead. The
basic formulas for MFR are

Qij = −
〈
δEiδEj

〉
+ δij

〈
|δEk|

2
〉
− PiPj/

〈
|δBk|

2
〉

(1.11)

and un = U · n̂, where U = P /
〈
|δBk|

2〉, and P is the Poynting-like vector P =
〈δE × δB〉. Examples of normal vectors from MFR and several other single-spacecraft
methods, and, for comparison, also from the four-spacecraft methods CVA and CTA, are
shown in Figure 1.1.

In the case of electric charge conservation, one has η = 0 in practice, so that the con-
servation law reduces to ∇ · j = 0 and Qij =

〈
δjiδjj

〉
. Therefore this application reduces

to minimum variance analysis (MVAJ) of the current density, j [Haaland et al., 2004b;
Xiao et al., 2004]. In an ideal situation, one could directly measure the current density,
j = ne(vi − ve), from measurements taken by a single spacecraft, but at present the ve-
locity difference between the ions and electrons is not determined with adequate accuracy.
For sufficiently small spacecraft separations, compared to the discontinuity thickness, one
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Figure 1.1: Polar plot of normal vectors from various single-spacecraft methods and also
from the four-spacecraft methods CVA and CTA, applied to a magnetopause crossing by
the Cluster spacecraft (C1–C4), around 0624 UT, on July 5, 2001. The centre of the plot is
defined as the combined normal direction from all four spacecraft and MVAB, constrained
by 〈B〉·n̂ = 0. Methods requiring plasma information are based on data from the CIS/HIA
instruments onboard C1 and C3. As indicated in the figure, MVAB vectors from C1 and
C2 are outliers. To avoid clutter, results from MER are not shown but fall near those from
MMR. Error ellipses, based on Eqn 8.23 in ISSI SR-001, are shown only for C1; they
indicate 1-σ statistical uncertainties. Adapted from Sonnerup et al. [2006].

can instead use the j -vectors from Cluster’s curlometer capability (see Chapter 2), and
then obtain the normal direction, n̂, as the eigenvector of Qij corresponding to the small-
est eigenvalue (possibly using the constraint 〈j〉 · n̂ = 0). Since η = 0, Eqn. 1.10 fails to
provide a velocity U , and therefore a discontinuity speed. However, as shown by Haaland
et al. [2004b], this speed (and, more generally, a time record of it) can be deduced from
Ampère’s law, applied to a one-dimensional layer.

Estimates of statistical errors for all of these methods can be obtained from equations
8.23 and 8.24 in ISSI SR-001; actual errors can be much larger, as a consequence of devia-
tions from the base assumption underlying all of the methods, namely that the structure of
the discontinuity is one-dimensional and does not change its orientation during the anal-
ysis interval. A problem occurs when the two smallest eigenvalues of Qij are not well
separated. In some cases the result can be that the sought-after normal direction is closer
to the intermediate-variance direction than to the minimum-variance direction. Usually,
the largest uncertainty of n̂ is under rotation about the maximum-variance axis. In other
words, the latter axis is a good tangent vector to the discontinuity surface.

Also described in the papers by Sonnerup et al. [2006] and Haaland et al. [2006b]
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are methods for combining the results of several different methods into a single optimal
result and methods for implementing a variety of constraints on the normal direction, e.g.,
the requirement that there be no magnetic flux or no plasma flux across the discontinu-
ity or that the flow along n̂ be Alfvénic. As mentioned, but not described in detail in
Chapter 8 of ISSI SR-001, such constraints can be conveniently enforced by use of the
3× 3 matrix operator Pij ≡ δij − eiej , where δij is the identity operator. The matrix Pij
projects any vector to which it is applied (either to the left or to the right) onto the plane
perpendicular to a chosen unit vector ê. For example, to implement the frequently-used
tangential-discontinuity constraint, 〈B〉 · n̂ = 0, one uses ê = 〈B〉 /| 〈B〉 |. The matrix
PikQknPnj is then constructed. It has two non-zero eigenvalues, λ′1 and λ′2, with corre-
sponding eigenvectors x̂′1 and x̂′2. The third eigenvalue is λ′3 = 0, with corresponding
eigenvector x̂′3 = ê. Provided λ′1 is well separated from λ′2, the intermediate-variance di-
rection, x̂′2, should be a good predictor of the constrained normal vector, i.e., n̂ = x̂′2.The
constraint 〈B〉 · n̂ = 0 was first implemented by Sonnerup and Cahill [1968] by use of
the less elegant Lagrange-multiplier method detailed in Chapter 8 of ISSI SR-001. Still
another method for implementing this constraint was used by Bargatze et al. [2005].

1.3 Applications
In addition to the applications already cited in the previous sections, four-spacecraft

timing analysis (CVA), sometimes including comparisons with minimum variance results
for the individual spacecraft, has been applied to determine the orientation, motion, and
thickness of

• the heliospheric current sheet, including a comparison with results from from MVAB
[Eastwood et al., 2002];

• a large set of interplanetary discontinuities, including comparisons with MVAB re-
sults [Knetter et al., 2004];

• the bow shock [Horbury et al., 2001, 2002; Bale et al., 2003; Maksimovic et al.,
2003; Behlke et al., 2003];

• magnetic structures near the quasi-parallel bow shock [Lucek et al., 2004];

• magnetic structures in the magnetosheath [Horbury et al., 2004];

• the magnetopause [Owen et al., 2004; Paschmann et al., 2005; Dunlop and Balogh,
2005], with the last using the DA method.

• the current sheet in the magnetotail, with comparisons to MVAB [Runov et al.,
2003, 2005, 2006].

.
Of the single-spacecraft methods, MVAB is applied frequently, but the more advanced

methods only rarely:

• Nykyri et al. [2006] have applied MFR to a number of magnetopause crossings;

• Weimer et al. [2003]; Haaland et al. [2007] have applied MVAB with the constraint
〈B〉 · n̂ = 0 to interplanetary magnetic field data.
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1.4 Discussion

The Cluster mission has provided opportunities to compare normal vectors and discon-
tinuity velocities from methods based on multi-spacecraft timing (such as CVA and CTA)
or, for small spacecraft separation, gradient determinations [Shi et al., 2005, 2006] with
those based on single-spacecraft data (such as MVAB and MFR) and also, within each
group, to inter-compare the various methods. Results of such comparisons at the magne-
topause are limited [Haaland et al., 2004a; Sonnerup et al., 2004, 2006; Shi et al., 2006]
but indicate that, with proper care, agreement of various normal vectors can be as close as
5◦, or better, as illustrated in Figure1.1, with velocities that agree within 10–20 km s−1.
However, as seen in the figure, one often also finds outlying results, in particular among
the normal vectors from MVAB. This behaviour can be the result of poor separation of
the two smallest eigenvalues. For example, a perfectly one-dimensional current sheet, in
which the electric current is also purely unidirectional, has the two smallest eigenvalues
from MVAB equal to zero, leaving the normal direction undetermined. If this current sheet
is modified by including a set of tearing-mode magnetic islands, the variance of the mag-
netic field component along the true normal becomes nonzero while that in the direction of
the current remains zero. As a result, it is now the eigenvector corresponding to the inter-
mediate eigenvalue, rather than that corresponding to the minimum eigenvalue, that points
in the normal direction. If one also includes small deviations from the unidirectionality of
the current, the result may be that neither of these two eigenvectors provides a meaningful
estimate of the normal direction. The eigenvector corresponding to the largest eigenvalue
is usually still tangential, or nearly tangential, to the current sheet but all that can be said
about the normal vector itself is that it lies nearly in a plane perpendicular to that vector.
Comparison of results from MVAB with those from timing indicates that problems of this
type occur frequently in applications to interplanetary discontinuities [Knetter et al., 2004]
and to the current sheet in the geomagnetic tail [Shen et al., 2003; Zhang et al., 2005; Vol-
werk, 2006]. It appears that these structures are better treated by using multi-spacecraft
timing methods such as CVA or CTA, or, for small spacecraft separation, by using gradient
methods (see Chapter 3 and Shen et al. [2007]).

An alternative approach for interplanetary discontinuities, the magnetopause, and the
tail current sheet, is to apply the constraint 〈B〉 · n̂ = 0 to single-spacecraft methods,
such as MVAB. For examples, see the work by Weimer et al. [2003] (although this is
not apparent from their paper, as discussed by Bargatze et al. [2005] and by Haaland
et al. [2006a]) and references therein. In the above applications, it remains difficult to
establish whether the current sheets are true tangential discontinuities or have a small
nonzero normal magnetic field component as for propagating Alfvén waves or shocks.

In light of what appears to be a widespread lack of understanding, and misinterpre-
tation of the results from the MVAB method in the literature, the following comments
concerning all the single-spacecraft methods are in order. Most of them were already
discussed for MVAB in Chapter 8 of ISSI SR-001.

The error estimates given in Eqn. 8.23 of ISSI SR-001, refer only to the statistical
uncertainties of the eigenvectors themselves. They give essentially the same result as the
bootstrap method. As expected for statistical errors, the estimates are inversely propor-
tional to

√
M − 1,M being the number of data points used. Unless the smallest eigenvalue

increases with increasing time resolution, owing to the presence of higher-frequency noise,
the uncertainty therefore gets smaller as the time resolution of the data used in the anal-
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ysis increases. When the two smallest eigenvalues are well separated, the uncertainty in
the eigenvector of the smallest eigenvalue (the minimum-variance direction) under rotation
about the maximum variance eigenvector direction is approximately inversely proportional
to the square root of the ratio of intermediate to minimum eigenvalue. For this reason, a
ratio of 10 or more is often used as a rule of thumb for a desirable event. It is extremely
important to realise that these estimates only describe the statistical uncertainties in the
eigenvector orientations. They do not account for errors associated with the interpretation
of the minimum-variance direction as representing the direction normal to a current sheet.
For example, in the current sheet described above that contains a purely unidirectional
one-dimensional current and a set of magnetic islands, the eigenvalue ratio is infinite so
that the minimum variance direction has zero statistical error. But the interpretation of this
direction as the normal to the current sheet is in error: In this case, it is the intermediate
variance direction that is the appropriate predictor for the normal vector. The presence of
two small eigenvalues (even when their ratio is large or very large) is a warning that this
kind of situation may be at hand. In short, a large intermediate-to-minimum eigenvalue
ratio is, on its own, not a sufficient indicator that the minimum variance direction is a
good predictor of the normal. In reporting results from MVAB and other single-spacecraft
methods, it is therefore not sufficient to give this ratio. The actual set of eigenvalues and
the number of data points used should be given. Hodogram plots are also useful tools
in visually assessing whether the minimum-variance direction is a valid predictor of the
normal direction.

Appendix

Here we present the details of GPA for the special case G = 3. The polynomial
in Eqn. 1.5, with its upper summation limit changed to (N − 4), can be evaluated at
each of the centre times t = ti of the N spacecraft crossings (i = 0, 1, 2, . . . , N − 1)
to give the N unknown thicknesses, di , in terms of the unknown (N − 3) coefficients
(D0,D1,D2, . . . , DN−4). When these di values are substituted into Eqn. 1.2, with upper
summation limit changed to (N − 1), we obtain N linear equations for the N coefficients
Ai . In matrix form, this system of equations is



1 0 0 · · · 0
1 t1 t21 · · · tN−4

1
1 t2 t22 · · · tN−4

2
1 t3 t23 · · · tN−4

3
· · · · · · · · · · · · · · ·

1 tN−1 t2N−1 · · · tN−4
N−1




D0
D1
D2
D3
· · ·

DN−4

 =


2τ0 0 2τ 3
0 /3 0 · · · M1N

2τ1 M22 M23 M24 · · · M2N
2τ2 M32 M33 M34 · · · M3N
2τ3 M42 M43 M44 · · · M4N
· · · · · · · · · · · · · · · · · ·

2τN−1 MN2 MN3 MN4 · · · MNN




A0
A1
A2
A3
· · ·

AN−1

 (1.12)
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where the elements of the N × N matrix M on the right are Mpq = [(tp−1 + τp−1)
q
−

(tp−1 − τp−1)
q
]/q with p, q = 1, 2, 3, . . . , N and t0 = 0. By inverting M, we may

express each of the N velocity coefficients (A0, A1, . . . , AN−1) as a linear combination
of the (N -3) thickness coefficients (D0,D1, . . . , DN−4). In other words, we may write
Ai−1 = KijDj−1 with i=1,2,..,N and j = 1, 2, . . . , N − 3. The matrix K therefore has
N rows and (N − 3) columns; it is obtained by multiplying M−1 into the time matrix on
the left in Eqn. 1.12. The Ai values thus obtained are substituted into a modified version
of Eqn. 1.3, namely

Rk ·m = (1/D0)

i=N∑
i=1

Ai−1t
i
k/i =

i=N∑
i=1

j=N−3∑
j=1

(t ik/i)Kij (Dj−1/D0) (1.13)

where m = n̂/D0. The (N − 1) linear equations (k = 1, 2, . . . , N − 1) expressed by
Eqn. 1.13 can now be solved for the (N − 1) unknown quantities comprising the compo-
nents of the vector XT = [mx, my, mz, (D1/D0), (D2/D0), . . . , (DN−4/D0)] (the super-
script T denotes the transpose, i.e., X itself is a column vector). Finally, D0 is obtained
from the normalisation |m| = 1/D0. Thus the calculation will return N velocity coef-
ficients and (N -3) thickness coefficients. The resulting matrix equation is again of the
form M̃ · X = Y , where the known vector Y on the right-hand side is now specified by

Y Tk =
i=N∑
i=1

(t ik/i)Ki1 and the matrix M̃ is of the form

M̃ =



R1x R1y R1z M̃14 · · · M̃1(N−1)

R2x R2y R2z M̃24 · · · M̃2(N−1)

R3x R3y R3z M̃34 · · · M̃3(N−1)
· · · · · · · · · · · · . · · · · · ·

· · · · · · · · · · · · · · · · · ·

R(N−1)x R(N−1)y R(N−1)z M̃(N−1)4 · · · M̃(N−1)(N−1)


(1.14)

The matrix components M̃kj (k = 1, 2, . . . , N − 1; j = 4, 5, . . . , N − 1) are given by

M̃kj =

i=N∑
i=1

(t ik/i)Kij (1.15)

For the case of four spacecraft, only the coefficient D0 in Eqn. 1.5 is nonzero and is
equal to the constant discontinuity thickness d . In this case, the left side of Eqn. 1.12 is
a 4 × 1 column vector in which all four components are equal to D0 and the matrix on
the right has dimension 4 × 4. This matrix can then be inverted to produce the vector
(A0/D0;A1/D0;A2/D0;A3/D0) and the method reduces to CTA.

Software implementation
The multi-spacecraft methods (CVA, CTA, and DA) for the case of four spacecraft,

along with the various single-spacecraft methods, are implemented in the QSAS software,
available at http://www.sp.ph.ic.ac.uk/csc-web/QSAS/.

http://www.sp.ph.ic.ac.uk/csc-web/QSAS/
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2.1 Introduction
The magnetic field measurements on the four Cluster spacecraft can be combined to

produce a determination of the electric current density, j , point by point in time, from
Ampère’s law, i.e., through an estimate of the curl of the magnetic field, ∇ × B, assum-
ing the displacement current may be neglected (an assumption nearly always true in space
plasmas). This combination of spatial gradients is named the Curlometer technique, first
introduced by Dunlop et al. [1988], and first used on Cluster measurements by Dunlop
et al. [2002b]. Although estimates of current density from single and dual spacecraft have
been attempted in the past [e.g. van Allen and Adnan, 1992] (a simple 1-D current layer,
sampled from an individual spacecraft, can at least give an estimate of the current mag-
nitude), these estimates also depend on accurate knowledge of relative orientation and
motion in order to obtain positions within a current layer (the finite region where the cur-
rent density is distributed). The curlometer technique independently estimates the current
vector at each time in the data stream and can be understood in a number of different
ways, as outlined in Chapters 12, 14, 15, and 16 of ISSI SR-001. In using the Curlometer,
a clear understanding of the associated caveats is important, the main one being that only
linear estimates of ∇×B and ∇ ·B can be made. Multi-spacecraft analysis also depends
upon temporal behaviour, and most methods assume some degree of stationarity in their
interpretation. The Curlometer is an important part of the analysis of spatial gradients as
measured by four spacecraft, and this general problem was addressed in part in ISSI SR-
001. A number of additional methods have since been introduced which are also based on
the use of spatial gradients and we also deal briefly with these below, or reference them.

The four Cluster spacecraft fly in an evolving configuration, which repeats every or-
bit (apart from minor perturbations), but which has been changed at intervals during the
mission to cover a large range of spacecraft separation distances (100–10,000 km) at the
magnetopause and in the magnetotail. The results presented here therefore have been con-
firmed over a variety of spatial scales, and have been used in a number of different investi-
gations, and below we list those papers that have used the technique in these circumstances.
Through these studies, an understanding of the applicability of the method has developed.
For example, the thickness of a planar current layer can be accurately estimated from its
magnetic profile at each spacecraft and the corresponding boundary crossing times; the
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latter also giving a determination of boundary motion relative to the Cluster array, which
scales the corresponding current profile through the current layer. The estimate of electric
current density can be representative even when the configuration of Cluster spacecraft
approaches the thickness of the current layer and minimum variance analysis on the Cur-
lometer measurements can estimate the current normal. The other gradient methods can be
used to calculate a number of other properties, such as the dimensionality of the structure.

2.2 Magnetopause studies
The Curlometer has been used to measure the magnetopause current itself [Dunlop

and Balogh, 2005], and has been applied to several studies of magnetopause reconnection
[Maynard et al., 2003; Phan et al., 2004; Maynard, 2005; Panov et al., 2006a, b]. It has
also been used in studies of the cusp [Khotyaintsev et al., 2004; Dunlop and Balogh, 2005],
and to investigate the properties of flux ropes on the magnetopause [Zuo et al., 2004; Xiao
et al., 2004a], including high latitudes [Thompson et al., 2004]. Some of these studies have
been summarised in Chapter 8 of Volume 20 of ISSI’s Space Sciences Series [De Keyser
et al., 2005].

In one study [Dunlop and Balogh, 2005] the Curlometer technique was able to con-
sistently estimate the magnetopause current vector with a clear alignment to the mag-
netopause surface (which has a mean thickness of ∼1200 km and mean crossing speed
of ∼25 km s−1), consistent with a Chapman-Ferraro current. The mean current was
∼10 nA m−2, and the main current vectors are aligned to within 5◦. Slight tilting of the
current directions corresponds to the tilting of the local magnetopause direction. The cur-
rent is also measured in a train of FTE (flux transfer event) signatures, associated with the
occurrence of extensive reconnection during the event [Phan et al., 2004; Pu et al., 2005].
The mean current for this interval containing the FTEs is ∼1 nA m−2, along the mean flux
tube direction.

In another event, on the dawn flank magnetosheath, a series of surface ripples resulted
in two distinct boundary orientations and the estimated direction of the current maintained
its alignment to these magnetopause orientations. Figure 2.1 shows the curlometer results
for this pass, together with simultaneous estimates of ∇ · B. Note the pronounced current
peaks at the times of the magnetopause crossings, identified by the vertical dashed lines.

A third event showed small amplitude (<1 RE), inward and outward motions of the
magnetopause, resulting in both slow and fast crossings. Using both the Curlometer and
the discontinuity analysis, first applied by [Dunlop et al., 2002a] the thickness of the cur-
rent layer (1D) can be used to compute an average current density in the magnetopause
from 1B/1D, and compared to µ0|j |. For a number of magnetopause crossings, they
agree to within 15% (worst case).

2.3 Magnetotail studies
The Curlometer has also been extensively applied to the magnetotail current sheet. The

Curlometer can reproduce the cross-tail current and also suggests the existence of field-
aligned currents, often correlating with the field aligned and trapped energetic electron
populations. In fact several authors have applied the technique as part of investigations
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Figure 2.1: Plot of the curlometer estimate of the electric current (top three panels); esti-
mate of ∇ ·B, scaled to |∇ ×B|; and the field magnitude, B, measured by the four Cluster
spacecraft. From Dunlop and Balogh [2005].

into the properties of the magnetotail current sheet. It has been used in many studies
investigating the basic structure of the magnetotail [Shen et al., 2003; Thompson et al.,
2005; Runov et al., 2005b, 2006a, b; Thompson et al., 2006]. It has been employed in
studies of dynamic behaviour such as magnetotail flapping [Volwerk et al., 2003; Runov
et al., 2005a; Sergeev et al., 2006], wave activity [Takada et al., 2006], substorm activity
[Kivelson et al., 2005], and near-Earth flow shears at the PSBL [Nakamura et al., 2004].

The technique has also been applied to the study of magnetotail current sheet reconnec-
tion sites [Runov et al., 2003; Henderson et al., 2006a; Lui et al., 2006; Nakamura et al.,
2006; Xiao et al., 2006; Laitinen et al., 2007; Lui et al., 2007]. In particular, it has been
used to examine the j ×B term in the generalised Ohm’s law and thus identify encounters
with the ion diffusion region, where the ion plasma is not frozen to the magnetic field. The
Curlometer has also been employed to examine the extent to which magnetotail flux ropes
are force-free [Slavin et al., 2003; Henderson et al., 2006b; Amm et al., 2006; Eastwood
et al., 2006], as well as to study the connection of the magnetotail to the ionosphere via
field aligned currents [Amm et al., 2005; Cheng et al., 2007], including calculation of the
Joule term E · j [Marghitu et al., 2006; Hamrin et al., 2006].
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2.4 Curlometer for other structures
The Curlometer has been used to measure the current density across the Heliospheric

Current Sheet [Eastwood et al., 2002], the current density in the ring current [Vallat
et al., 2005] and to measure spatial gradients in the plasmasphere [Darrouzet et al., 2006;
De Keyser et al., 2007]. It has also allowed study of the contributions to the cross shock
electric field at the quasi-perpendicular bow shock [Eastwood et al., 2007].

A large number of magnetopause FTE signatures have been analysed and usually are
found to contain an axially aligned current signature and an enhanced flux of out-flowing
energetic ions [e.g., Pu et al., 2005]. The axis and motion of the implied flux tubes can
also be found by minimisation of the current density [Xiao et al., 2004b], by employing
the condition that ∇ · (∇×B) = 0. All these FTEs are consistent with northward moving
flux tubes with similar alignments. Large scale FTEs can provide the current profile which
has been shown to suggest that the main current is consistent with a force free current
structure. Cusp current signatures are seen at both the inner and outer cusp boundaries
[Dunlop and Balogh, 2005].

The properties of the magnetospheric ring current have also been monitored using the
Curlometer technique [Vallat et al., 2005]. These results show that an azimuthal (west-
ward) current is maintained at the equator which evolves into a field aligned current at
the plasma sheet boundary. The signatures are limited by the spacecraft configuration, but
give good estimates for the current components perpendicular to the background field. A
statistical study has also been performed and this gives a clear confirmation of the ring
current extending over different latitudes.

2.5 Other gradient analyses
One important feature of the Curlometer analysis is that it provides an estimate point

by point in time and therefore accesses the temporal evolution of the current structure. If
the properties of the data are stationary in the sense that this observed time dependence
represents a convective evolution relative to the spacecraft, the spatial form of the current
structure is well resolved by the observations. The Curlometer measurement, however,
represents the combination of spatial gradients across the four spacecraft (to provide an av-
erage of the electric current density). Individual spacecraft have different locations within
the current structure so that the interpretation of this average depends upon the temporal
nature as much as on the relative spatial extent. Linear estimates of the spatial gradients
can be combined into a variety of other quantities which can form other gradient based
methods which are also dependent on the temporal interpretation. For example, gradient
analysis has also been applied to other quantities, such as the plasma density [Darrouzet
et al., 2004].

A recent, generalised gradient method, also based on least squares optimisation has
been introduced by De Keyser et al. [2007]. The method does not limit itself to four
spacecraft, but is designed to also obtain scalar gradients with fewer than four spacecraft,
for example, and performs a self diagnosis to check applicability. The validity of the clas-
sical gradient computation depends on the requirement that the four measurement points
are sufficiently close to each other in space so that the spatial gradient can be taken con-
stant over the spacecraft configuration. The least squares gradient computation discussed
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by De Keyser et al. is based on homogeneity in space-time: It collects all measurement
points in a region in space and time in which the gradient is essentially constant to build an
over-determined system of equations for the spatial and temporal gradients. This system
is solved in a weighted least-squares sense, with the weights being the inverse of the esti-
mated total error on the measurements. This approach exploits the information content in
the data in an optimal way. The algorithm provides total error estimates on the computed
gradient, including the effects of measurement errors and the errors due to deviations from
spatio-temporal homogeneity. It also has the ability to diagnose the conditioning of the
problem. The algorithm can be applied to both scalar and vector fields. It thus can be used
to construct a new version of the curlometer, in particular by explicitly incorporating the
additional constraint of vanishing magnetic field divergence. While the generalised algo-
rithm is computationally more expensive, it provides total error estimates on the gradient,
which the classical algorithm cannot. A particular advantage is that it may be applied
in situations with less than 4 instruments (e.g. using measurements along the separation
directions of 3 spacecraft plus along the orbit direction, or by incorporating geometrical
constraints) or with more than 4 spacecraft. It is obvious that the generalised method ef-
fectively reduces to the classical algorithm if the homogeneity time scale is very short.
The least-squares method therefore is useful especially when the time variations are not
too rapid, for instance for the computation of gradients in the plasmasphere.

We also highlight a simple gradient based method called the Minimum Directional
Derivative method [MDD—see Shi et al., 2005], which is based on a principal value de-
composition (diagonalisation) of the symmetric matrix, L = (∇B)(∇B)T , where ∇B is
the dyadic of the magnetic field vector B. The analysis returns the maximum, intermedi-
ate and minimum eigenvalues (λ1, λ2, λ3) and associated eigenvectors (n̂1, n̂2, n̂3), and
the separation of the eigenvalues defines the dimensionality of the structure. For exam-
ple, when the maximum eigenvalue is large compared to the others, the structure is a 1-D
boundary. A related method calculates the associated orientation and motion of the struc-
ture [Shi et al., 2006] via the convective equation,DB/Dt +V str ·∇B = 0. The normals
and velocity have been shown to agree well with estimates from other boundary analysis.

In addition, since the launch of Cluster, several researchers have further developed
the curlometer technique, for example applying MVA analysis to the current density time
series at the magnetopause [Haaland et al., 2004] and inside magnetopause flux rope FTEs
[Xiao et al., 2004b; Zhou et al., 2006]. It has also been summarised in more recent reviews
[Pu et al., 2005; Dunlop and Balogh, 2005; van Allen, 2006]. The review by van Allen
was published in the American Journal of Physics, a journal intended to aid the education
of students and physics teachers by bringing contemporary research into the classroom.
Sadly this was his last article, published posthumously.

2.6 Conclusions
The magnetic field measurements on Cluster can produce a realistic determination of

the electric current density at the magnetopause, even where the scale size of the Cluster
configuration approaches that of the current layer thickness. The current directions can
be shown to lie in the plane of the magnetopause boundary, even during times of induced
motion and large-scale surface ripples. These results have depended upon first accurately
determining the orientation and thickness of the current layer, using discontinuity analysis
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in combination with the curlometer estimate of ∇ × B. The current profiles have been
shown to compare well to the mean current defined by the overall magnetic shear across
the boundary layer.

Knowledge of boundary orientation and motion in principle allows a mapping of time
to spatial location in the current layer (through δx = vnδt , if x lies along the boundary
normal). This allows the current density to be compared to the magnetic field change with
distance through the layer and the change in the magnetic field component with time can
therefore often be related to distance through the boundary layer, and hence to the current
profile (since vnµ0|j | = δB/δt).

Other applications of the Curlometer, to flux tubes represented by FTEs, to the mag-
netotail, cusp, and bow shock, and also to the plasma sphere and ring current, have been
briefly reviewed here. These results all indicate that a very wide application of the Cur-
lometer to provide meaningful results is possible. We have also highlighted some other
recent gradient-based methods which give results which compare well with other meth-
ods.
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I., André, M., and Rème, H., 2006, Experimental investigation of auroral generator regions with conjugate
Cluster and FAST data, Ann. Geophys., 24, 619–635, http://www.ann-geophys.net/24/619/2006/.

Maynard, N. C., 2005, Coupling the solar-wind/IMF to the ionosphere through the high latitude cusps, Surveys
in Geophys., 26, 255–280.

Maynard, N. C., Ober, D. M., Burke, W. J., Scudder, J. D., Lester, M., Dunlop, M., Wild, J. A., Grocott,
A., Farrugia, C. J., Lund, E. J., Russell, C. T., Weimer, D. R., Siebert, K. D., Balogh, A., André, M., and
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The geometrical configuration of the magnetic field underpins important research top-
ics in magnetospheric physics. The magnetic field is the skeleton of the magnetosphere
and plays a crucial role in determining the plasma distribution of particles, the occur-
rences of various macro and micro instabilities, the triggering and evolution of substorms
and magnetic storms, etc. On the other hand, the magnetic reconnection process at the
magnetopause and in the tail plasma sheet alters the topological structures of the magne-
tosphere, producing transient magnetic structures, such as rotational discontinuities, flux
ropes, plasmoids, etc. The magnetometer investigation on the multiple spacecraft Cluster
mission has made it possible to reveal the three-dimensional geometrical structure of the
magnetic field in the magnetosphere, at least to local first order gradients. To achieve a
full analysis of the local nature of the magnetic field geometry, several new gradient and
curvature based methods have been proposed to describe the topological configurations
of the key regions of magnetosphere. These methods are the curvature analysis method
[Shen et al., 2003], magnetic field strength gradient method [Shen et al., 2003, 2007a],
and the magnetic rotation analysis [MRA, see Shen et al., 2007b]. In this chapter, we give
a summary of the development of these new approaches.

3.1 Curvature analysis
In order to clarify the topological configuration of the magnetic structures in the mag-

netosphere, Shen et al. [2003] first used the curvature analysis method to describe the local
geometrical features of the magnetic field lines (MFLs) including the curvature, the radius
of curvature, and the binormal. The curvature of the MFLs can be expressed as Shen et al.
[2003]

ρc = (b · ∇b) = B
−2Bi∇iBj − B

−4BjBiBl∇iBl (3.1)

where b̂ is the unit vector of the magnetic field B, b̂ = B/B; the indices i, jand l (=1, 2,
and 3) denote the three components (x, y, and z) and B = |B|. Obviously, ρc is normal to
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the unit vector b̂. The normal N̂ of osculating plane of the MFLs is defined as

N̂ =
b̂ × ρc∣∣∣b̂ × ρc∣∣∣ (3.2)

N̂ is also called the binormal of the MFLs.
The curvature of the magnetic field lines can be determined by Eqn. 3.1 if the gradient

of the magnetic field ∇B can be calculated with the four-point magnetic measurements of
Cluster with the approach described in Chapters 12 [Harvey, 1998] or 14 [Chanteur, 1998]
of ISSI SR-001. The curvature radius Rc is just 1/ρc. Finally, we may further determine
the binormal N̂ of the magnetic field lines with Eqn. 3.2. Therefore, with four-point space-
craft magnetic measurements, we can get the curvature vector ρc, the curvature radius Rc
and the binormal N̂ of the magnetic field lines. In addition, the local natural coordinates
[b̂, ρ̂c, N̂ ], into which the physical vector quantities, for example current density can be
projected, are readily obtained. Here ρ̂c = ρc/|ρc|.

Curvature analysis has been successfully applied to investigate the geometrical con-
figuration and topological structures of the tail current sheet, magnetic reconnection, flux
ropes and the cusp [Shen et al., 2003, 2007c; Runov et al., 2003, 2005].

For a discussion of magnetic curvature analysis, see also Chapter 4.

3.2 Magnetic field strength gradient

This method has been developed in order to obtain the normal to one-dimensional
magnetic structures, such as the shock front, tail current sheet, and boundary layer [Shen
et al., 2003, 2007a].

The normal n̂ of one-dimensional magnetic structures can be regarded as a parallel to
the gradient of the magnetic pressure pB or the magnetic field strength [Shen et al., 2003],
i.e.

n̂ = −∇pB/ |∇pB | = −∇B/ |∇B| = −Bj∇Bj/
∣∣Bj∇Bj ∣∣ (3.3)

In addition, the width W of the 1-D magnetic structures may be calculated by [Shen et al.,
2007c]

W =

∫ W

0
dZ =

∫ B2

B1
dB/|∇B| ≈ (B2 − B1)/〈|∇B|〉 (3.4)

where B1 and B2 are the magnetic field strengths at the two boundaries of the 1-D struc-
tures and 〈|∇B|〉is the average of |∇B|.
∇B, deduced from the measurements from Cluster, may also be used to determine the

B contours in the magnetosphere.
This method has been very successful for determining the normal to the tail current

sheet, and it has been shown that the gradient of the magnetic strength reverses its direction
during crossings of the centre of the current sheet [Shen et al., 2003, 2007b]. It has also
been applied to determine the normal to the bow shock, and the deduced shape of the bow
shock resulting from this analysis is consistent with the standard shock model [Shen et al.,
2007a].
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3.3 Magnetic rotation analysis
Shen et al. [2007b] have developed the magnetic rotation analysis (MRA) approach

with the purpose of revealing the three-dimensional features of the spatial rotation of the
magnetic vector. The square of the spatial rotation rate of b̂ along an arbitrary direction ê
is [Shen et al., 2007b]

I (e) =

∣∣∣(ê · ∇)b̂∣∣∣2 = eiejSij (3.5)

where the magnetic rotation tensor Sij = ∇ibl ∇jbl . Assuming that the symmetrical tensor
Sij has three eigenvectors, ê(1), ê(2), ê(3) and three corresponding eigenvalues, µ1, µ2 and
µ3 with µ1 ≥ µ2 ≥ µ3 ≥ 0, and the square of the magnetic rotation rate along ê becomes
[Shen et al., 2007b]

I (e) = µ1(cosα1)
2
+ µ2(cosα2)

2
+ µ3(cosα3)

2 (3.6)

where αl is the angle between ê and base vector ê(l) (l=1, 2, and 3). Eqn. 3.6 yields
µ1 ≥ I

(e)
≥ µ3, so that the magnetic unit vector b̂ rotates at the largest rotation rate µ1/2

1
along the direction ê(1), and at the least rotation µ1/2

3 along the direction ê(3). (Incidently,
it can be shown that µ3 = 0.)

For a one-dimensional planar boundary layer, as occurs typically in shock fronts or
current sheets, the largest magnetic rotation rate is along the normal to the 1-D boundary
layers. Thus the first eigenvector ê(1) is the normal to the 1-D planar boundary layers.
For a one-dimensional, axi-symmetrical magnetic structure, such as an ideal flux rope, the
magnetic vector has a zero rotation rate along its principal direction, hence the principal
axis of an axi-symmetric structure is along the third eigenvector ê(3).

The curvature of the magnetic field lines, which is just the magnetic rotation rate along
b̂, can be expressed as

ρc =
√
I (b) (3.7)

Actual calculations have shown that Eqns. 3.7 and 3.1 yield identical values of the curva-
ture of the magnetic field lines [Shen et al., 2007b]. Moreover, the typical scale of a 1-D
neutral sheet may be determined by MRA. The half-thickness h of the neutral sheet is the
reciprocal value of the maximum of the largest rotation rate [Shen et al., 2007b], i.e.,

h = 1/µ1/2
1 max (3.8)

MRA can be applied to investigate the geometrical features of various magnetic struc-
tures in magnetosphere [Shen et al., 2007b], such as those of the current sheets, rotational
discontinuities, flux ropes, magnetic reconnection regions, and cusp, etc. It can not only
yield the characteristic directions of a structure, but also deduce its internal, geometrical
configuration.

3.4 Errors of the methods
Besides the magnetic measurement error, the main error arises from truncation. Gen-

erally, the truncation error of ∇B or ∇b̂ is at the first order, i.e., at L/D, where L is the
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size of the Cluster tetrahedron, and D is the typical spatial scale of the magnetic structure
[see Appendix in Shen et al., 2007b]. However, the truncation error of ∇B or ∇b̂ will
disappear if the magnetic field is linearly varying in space.

3.5 Analysis of structures
The main analysis performed so far with these methods has included the topics men-

tioned briefly above. Below, we quote the key results found, which are based on investi-
gations with the Cluster multi-spacecraft magnetic field measurements.

3.5.1 Bow shock
Shen et al. [2007a] investigated the geometrical configuration of the bow shock, based

on the gradient analysis of the magnetic field strength. They find that within the bow
shock front there is strong gradient of magnetic field strength having values of about 1000
nT/RE and with the direction constantly pointing downstream. The normals of a number
of bow shock crossings, as determined by Eqn. 3.3, are in agreement with those obtained
by the timing algorithm [Russell et al., 1983; Harvey, 1998; Schwartz, 1998; Dunlop and
Woodward, 1998], MVA [Sonnerup and Cahill, 1967; Sonnerup and Scheible, 1998], and
the coplanarity theorem method [Abraham-Shrauner, 1972; Seon et al., 1996]. They are
also found to be consistent with the standard model of the bow shock and appear to be
rather more stable to shock structure.

3.5.2 Magnetopause
The shape of the magnetopause, including the cusp, can be determined by analysing the

geometrical configuration of the MFLs in the vicinity of the magnetopause. Preliminary
analysis suggests that the magnetic field lines bend toward dayside and nightside in the
pre-cusp and post-cusp regions, respectively, which confirms the existence of a funnel-like
geometry in the cusp region. It is also found that the minimum radius of curvature of the
pre- and post-cusp magnetopause at the noon-midnight meridian are both about 2–3 RE.
The curvature radius of the dayside, low latitude magnetopause, however, is found to be
less than the geocentric (radial) distance; much less than the conventional expectation.

3.5.3 Magnetotail current sheet
The geometric structures of the tail current sheet have also been analysed with the

above-mentioned methods. Based on these geometrical features, the tail current sheets
may be divided into three types: the normal current sheet [Shen et al., 2003], the flattened
current sheet [Shen et al., 2007c] and the tilted sheet [Lui et al., 1978; Sergeev et al.,
2003; Petrukovich et al., 2006]. The normal current sheet is typically observed, in which
the MFLs are plane curves with constant binormals parallel to the equatorial plane; the
current density is normal to the MFLs and lies along the binormal [Shen et al., 2003]. The
flattened current sheet has a strong guide field, or By component. In the corresponding
neutral sheet, the magnetic field vectors lean towards the equatorial plane and rotate around
the normal direction from tailward in the southern hemisphere to earthward in the northern
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hemisphere. In the flattened current sheet, the MFLs are spiral-like and not plane curves.
The half-width of the corresponding neutral sheet is much less than the minimum radius of
curvature of the MFLs and the current density in the neutral sheet is duskward and nearly
field-aligned [Shen et al., 2007c]. Finally, for the tilted current sheet, the MFLs slip in
the north-south direction, while their shape and orientation are almost the same as those
in the normal current sheet. The corresponding normal is directed dawnward or duskward
and the current density in the neutral sheet has an apparent field-aligned component. It is
found that, during the growth phase of substorms, the magnetic rotation in the neutral sheet
grows stronger, while the width of the neutral sheet and the minimum radius of curvature
of the MFLs both decrease gradually [Shen et al., 2007c].

3.5.4 Magnetic reconnection
The topological structure of magnetic reconnection and of the corresponding flux ropes

has also been investigated. During magnetic reconnection processes in the tail current
sheet, there are curvature vector reversals as Cluster crosses the X point [Runov et al.,
2003, 2005]. It is also found in one case that, in the tail flattened current sheet, compo-
nent magnetic reconnection may occur, in which no magnetic null point is observed at all.
It may be expected that component magnetic reconnection in the flattened current sheet
can lead to the formation of flux ropes where the direction of the guiding field remains
unchanged. The features of the configuration of the flux ropes have been revealed with
geometrical analysis [Shen et al., 2007b]. The flux ropes are generally composed of two
parts: the inner part with rather strong magnetic field and the outer part with spiral MFLs.
In the inner part of the flux ropes, the curvature radius of the MFLs is rather large, indi-
cating the MFLs are rather straight and that the magnetic rotation is mainly in the radial
direction. In the outer part, the curvature radius of the MFLs is smaller, and the magnetic
rotation is mainly at the azimuthal direction. The typical spatial scale of the flux ropes in
the near earth region is about 1 RE.
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4.1 Introduction
Reciprocal vectors and barycentric coordinates are well-established concepts in var-

ious scientific fields, where lattices and grids are essential, e.g., in solid state physics,
crystallography, in the numerical analysis of partial differential equations using finite el-
ements, and also in computer graphics and visualisation. In preparation of the Cluster
mission, Chanteur [1998] in Chapter 14 of ISSI SR-001 adopted reciprocal vectors to
construct estimators for spatial derivatives from four-point measurements, to perform er-
ror analysis, and to write down the spatial aliasing condition for four-point wave analysis
techniques in a very transparent form. Reciprocal vectors also entered the study on the ac-
curacy of plasma moment derivatives, described in Chapter 17 of ISSI SR-001 [Vogt and
Paschmann, 1998]. As will be shown below, by using the least squares approach presented
in Chapter 12 of ISSI SR-001 [Harvey, 1998], reciprocal vectors are a convenient means
in discontinuity analysis to express boundary parameters in terms of crossing times.

This chapter is intended to provide a conceptual introduction to reciprocal vectors,
and to emphasise their importance for the analysis of data from the Cluster spacecraft
mission. It is organised as follows: The crossing times approach to boundary analysis
is presented in Section 4.2 as a way to motivate the use of reciprocal vectors; some of
their most important properties are briefly addressed in Section 4.3; then Section 4.4 deals
with various aspects of the spatial gradient reconstruction problem; magnetic curvature
estimation is reviewed in Section 4.5, while Section 4.6 contains a discussion on the errors
of boundary analysis and curvature estimation. Finally, in Section 4.7 we suggest a way
to generalise the reciprocal vector concept to cases where the number of spacecraft, N , is
not four.

4.2 Crossing times in boundary analysis
To determine boundary parameters from a single-spacecraft crossing of a disconti-

nuity, minimum variance analysis is the method of choice. To overcome the inherent

33
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spatio-temporal ambiguity of single-spacecraft measurements, it is assumed that a planar
discontinuity is moving at constant speed. A conservation law is used to identify one
particular component of a vector-valued variable that should not change across the discon-
tinuity, e.g., the normal component of the magnetic field, or the normal component of the
mass flux density vector. In the measurements, this particular component is determined
through a minimum variance condition (see Section 1.2).

Multipoint measurements provide additional information for the analysis of disconti-
nuities, namely the crossing times. This information can be exploited independently to
determine boundary parameters, or combined with the individual minimum variance re-
sults (see Section 1.1). Crossing time analysis does not make use of an underlying physical
model to identify a special component of vector-valued data, and it works also for scalar
data. In practice, it is not straightforward to determine the crossing times directly. Here we
emphasise the analysis principle to introduce the set of reciprocal vectors of the Cluster
tetrahedron, and adopt the least-squares approach presented by Harvey [1998].

A planar discontinuity characterised by the boundary normal unit vector n̂ is assumed
to move with the speed u parallel to the normal n̂. The individual crossings are assumed
to occur at times tα and at locations rα , α = 1, . . . , N , where N is the total number of
spacecraft. In the case of Cluster, of course N = 4. For convenience, and without loss
of generality, we choose the origin of our coordinate system to be the barycentre of the
spacecraft array, which implies

∑
α rα = 0.

A least-squares cost function could be formulated in terms of the boundary model
parameters n̂ and u directly, however, in this case a constraint would have to be added to
ensure the normalisation condition |n̂| = 1. We avoid this technical difficulty by using
the so-called slowness vector m = n̂/u, and express the mismatch of the planar boundary
model prediction with the observed crossing data as follows:

S =
∑
α

[m · rα − (tα − t0)]2 (4.1)

This expression has to be minimised. Harvey [1998] defined t0 = 1
N

∑
α tα as the time

origin, and found(∑
β

rβr
†
β

)
m =

∑
α

(tα − t0)rα ⇒ m =

(∑
β

rβr
†
β

)−1∑
α

(tα − t0)rα (4.2)

for the slowness vectorm. (Since throughout this chapter we are dealing with real variables
only, the hermitian conjugate is identical with the transpose, and thus superscripts † and T
have the same meaning here.)

This solution applies to more generalN point measurements. The tensor
∑
β rβr

†
β has

to be inverted to determinem, and then u = 1/|m| as well as n̂ = m/|m| (see also Section
1.1.1). In the case of the Cluster mission, we are dealing with four-point measurements,
and the inverse tensor can be written as(∑

β

rβr
†
β

)−1

=

∑
β

kβk
†
β (4.3)

(Eqn. 15.2 in Chapter 15 of ISSI SR-001 [Chanteur and Harvey, 1998]) where the vectors
kβ , β = 1, 2, 3, 4 are the reciprocal vectors of the tetrahedron. With k†

βrα = δαβ −
1
4
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(Eqn. 15.1 in ISSI SR-001) and
∑
β kβ = 0 (Eqn 14.10 in ISSI SR-001 [Chanteur, 1998])

we finally arrive at the following explicit formula for the slowness vector:

m =

∑
α

∑
β

(tα − t0) kβ k
†
β rα =

∑
α

(tα − t0) kα +
∑
α

(tα − t0)
∑
β

kβ

=

∑
α

(tα − t0) kα (4.4)

Note that the result is invariant with respect to a change of the origin of time because∑
α kα = 0 and

m =
∑
α

(tα − t0) kα =
∑
α

tα kα − t0
∑
α

kα =
∑
α

tα kα (4.5)

Using a similar approach, this result was derived also in Chapter 14 of ISSI SR-001
(Eqns. 14.46 and 14.47), where the case of a uniformly accelerated planar boundary was
investigated as well.

The structure of this estimator follows a typical pattern: at each spacecraft α, the mea-
sured variable (in this case tα− t0) is multiplied or combined with the respective reciprocal
vector kα , and then a summation of these expressions over all spacecraft is carried out to
yield the physical parameter of interest. Linear estimators for spatial gradients can be
written in the same way, see Section 4.4.

4.3 Properties of reciprocal vectors
The reciprocal vectors kα introduced in Section 4.2 are defined through

kα =
rβγ × rβλ

rβα · (rβγ × rβλ)
(4.6)

where rαβ = rβ − rα are relative position vectors, and (α, β, γ, λ) must be a cyclic
permutation of (1, 2, 3, 4). The set {kα} of reciprocal vectors is also called the reciprocal
base of the tetrahedron.

The geometrical relationships of the kα within the tetrahedron are explained in the
work of Chanteur [1998]. Most importantly, a reciprocal vector kα is perpendicular to the
face of the tetrahedron that opposes the spacecraft at location rα , and the length of kα is
the inverse distance from spacecraft α to the opposing plane (see Figure 14.1 in ISSI SR-
001). If the reciprocal vector kα is large, the distance between the spacecraft and the
opposing plane is small, and this limits the resolving power of the Cluster satellite array
in this particular direction. This is why reciprocal vectors are of key importance for error
estimation [e.g., Vogt and Paschmann, 1998; Chanteur, 1998]. See also Sections 4.4.3 and
4.6.

The use of reciprocal vectors in boundary analysis was explained in Section 4.2. In
Section 4.4 we will discuss in some detail how they enter spatial gradient estimators. They
are useful also in a third area of multi-spacecraft data analysis, namely in wave parameter
estimation. As pointed out by Neubauer and Glassmeier [1990], wave analysis techniques
for multi-spacecraft missions suffer from spatial aliasing in a similar way as the traditional
Fourier transform of time series does from temporal aliasing. Chanteur [1998] reformu-
lated the spatial aliasing condition in terms of reciprocal vectors. If two harmonic plane
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waves differ only by their wave vectors k and k′, then they cannot be distinguished by
measurement of the Cluster tetrahedron if

k − k′ = 2π
∑
α

nαkα (4.7)

where nα are signed integers. This condition is important for wave analysis techniques
such as the k-filtering discussed in Chapter 5 of the present book.

4.4 Estimation of spatial gradients
Since spatial derivatives such as grad, div, and curl can be constructed from the gradient

matrix of a vector field, one may collectively refer to spatial gradient estimation in this
context. Before the reciprocal vector method is discussed in detail below, it is worth
summarising some general aspects of the gradient estimation problem, and comparing
related techniques. We conclude this section with a brief discussion of the geometrical
errors associated with gradient estimation.

4.4.1 General aspects of gradient estimation
There exist several approaches to gradient estimation from Cluster data. Besides the

reciprocal vector method, there is the curlometer technique [Dunlop et al., 1988] described
in Chapter 16 of ISSI SR-001 and in Chapter 2 of the present book, and the least squares
estimator (given by Harvey [1998] in Chapter 12 of ISSI SR-001) that permit additional
constraints, e.g., ∇ · B = 0, to be taken into account. It is important to note that without
such constraints, the problem of linear gradient estimation from Cluster data is expected
to yield a unique solution. This can be seen from an inspection of the general form of a
vector-valued linear function

V (r) = V∗ + M(r − r∗) (4.8)

where V∗ is a constant parameter representing the field value at a position r∗, and M is
a (3 × 3) matrix, namely, the gradient matrix ∇V . The parameters of this equation V∗
and M provide 12 degrees of freedom. Measurements of four field vectors Vα with three
components yield 12 independent data. Hence, as long as the geometry is regular (i.e., the
spacecraft configuration does not degenerate into a plane or line), and no additional con-
straints are considered, the linear interpolation problem has a unique solution, which also
implies that all unconstrained linear gradient estimators are equivalent. Thus the spatial
gradient estimation method based on reciprocal vectors yields the same result as, both, the
curlometer technique and the unconstrained least squares estimator. For a refinement of
the least squares approach, see De Keyser et al. [2007] and also Chapter 2.

The relationship of the least-squares estimator with the reciprocal vectors can be made
explicit. The unconstrained least squares estimator requires constructing the inverse of
the so-called volumetric tensor [Harvey, 1998]. For the general case of N spacecraft,
and choosing (without loss of generality) the barycentre (1/N)

∑
α rα of the spacecraft

positions rα to be at the origin of the coordinate system, the volumetric tensor is given
by R = (1/N)

∑
α rαr

†
α . If N = 4, the inverse tensor can be found from Eqn. 15.2
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in ISSI SR-001, repeated here as Eqn. 4.3. Using this relationship, Chanteur and Har-
vey [1998] discussed the equivalence of the unconstrained least squares estimator and the
reciprocal vectors method.

4.4.2 The reciprocal vector approach to gradient estimation
As explained by Chanteur [1998], linear interpolation of a scalar field g = g(r)

from measurements gα = g(rα) within the tetrahedron is accomplished by means of the
barycentric coordinates

µα(r) = 1+ kα · (r − rα) (4.9)

as follows:
g̃(r) =

∑
α

µα(r) gα (4.10)

Vector functions V can be handled in a similar way. Here and in the following, the tilde
symbol ˜ denotes linear estimation.

Since g̃ and Ṽ are linear functions, the calculation of spatial derivatives, such as the
gradient of some scalar function or the divergence or curl of a vector function, can be done
quite easily. The results are:

∇g ' ∇g̃ =

3∑
α=0

kαgα (4.11)

ê · ∇g ' ê · ∇g̃ =

3∑
α=0

(ê · kα)gα (4.12)

∇ · V ' ∇ · Ṽ =

3∑
α=0

kα · V α (4.13)

∇ × V ' ∇ × Ṽ =

3∑
α=0

kα × V α (4.14)

As a general rule, the formula for the linear estimator of a spatial derivative is given by
replacing the del operator ∇ with the sum

∑
α kα . The element (i, j) of the matrix ∇V is

given by:
∂Vj

∂xi
≡ (∇V )ij '

3∑
α=0

(
kαV

†
α

)
ij
≡

3∑
α=0

kαiVαj (4.15)

or, in short,

∇V ' ∇Ṽ =

3∑
α=0

kαV
†
α (4.16)

With regard to error estimation it is important to note that ∇ × V and ∇ · V are just
linear combinations of various (∇V )ij ’s, and thus of terms like kαiVαj , with i = j or
i 6= j .

A number of papers on Cluster data have applied the reciprocal vector technique to
compute spatial derivatives such as grad, div, or curl [e.g., Rosenqvist et al., 2006; Runov
et al., 2003, 2005a, b; Vallat et al., 2005; Runov et al., 2006; Vaivads et al., 2007].
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4.4.3 Geometrical errors
The errors of spatial gradient estimators for the Cluster mission were analysed by a

number of authors using theory and numerical simulations [e.g., Chanteur, 1998; Chanteur
and Harvey, 1998; Robert et al., 1998a; Vogt and Paschmann, 1998; Chanteur, 2000].
Here we do not summarise all this work but instead write down a simplified formula for
spatial gradient estimation that quantifies the average (omnidirectional) uncertainty intro-
duced by the geometry of the Cluster tetrahedron.

As demonstrated first by Vogt and Paschmann [1998], and confirmed also by Chanteur
[2000], the inverse length scale

L−1
K =

√√√√ 3∑
α=0

|kα|2 (4.17)

is of key importance in the analysis of geometrical errors of gradient estimation. Vogt
and Paschmann [1998] demonstrated that first-order (isotropic) error estimation yields the
following geometrical error of a spatial derivative DV :

δ|DV | =

√
f

3
δV

LK
(4.18)

where δV denotes a typical error of the field measurement. The parameter f can be un-
derstood as the number of degrees of freedom of the differential operator D: use f = 3 if
DV = ∇ ·V , f = 2 if DV = ∇ ×V , and f = 1 if DV = ê ·∇V (directional derivative
or partial derivative).

4.5 Magnetic curvature
The gradient estimation based on reciprocal vectors can be applied directly to the mag-

netic field unit vector along the magnetic field line, b̂ = B/B, to yield the gradient matrix
∇b̂, from which the curvature follows as c = b̂ · ∇b̂ = (∇b̂)†b̂. The curvature radius
Rc is given by Rc = 1/|c|. This identity was mentioned by Runov et al. [2005a] in their
approach to magnetic curvature analysis, however, the precise implementation in the form
of a curvature estimator was not given in their paper. A straightforward translation of this
expression using reciprocal vectors yields

c = b̂ · ∇b̂ '

(
3∑
α=0

b̂αk
†
α

)
〈b̂〉 =

3∑
α=0

(〈b̂〉 · kα)b̂α (4.19)

where 〈b̂〉 is defined as the unit vector colinear with 〈B〉 = (1/4)
∑
α Bα .

Another starting point to curvature estimation is the gradient matrix ∇B instead of
∇b̂, from which one may directly compute the so-called magnetic tension t = B · ∇B,
which is an important term in the MHD equation of motion. The magnetic tension can be
split into components perpendicular and parallel to the magnetic field as follows:

B · ∇B = B · ∇(Bb̂) = B2b̂ · ∇b̂ + b̂(B · ∇B) = t⊥ + t‖ (4.20)
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The first term is proportional to the magnetic field curvature c = b̂ · ∇b̂, already encoun-
tered above (Eqn. 4.19). The second term can be rewritten to yield

t‖ = B−2B [B · (B · ∇B)] (4.21)

Combining these expressions, the curvature can be expressed in terms of the gradient
matrix as follows:

c = B−2t⊥ = B−2 [t − t‖] = B−2B · ∇B − B−4B [B · (B · ∇B)] (4.22)

or, using cartesian components i, j, ` ∈ {x, y, z}:

cj = B−2
∑
i

Bi∇iBj − B
−4Bj

∑
i,`

BiB`∇`Bi (4.23)

Shen et al. [2003] based their curvature estimation on this identity (see Chapter 3).
An estimator of the curvature vector c is easily derived by defining the mean field

encompassed by Cluster, and the associated unit vector through 〈B〉 = (1/4)
∑
α Bα =

B〈b̂〉. This yields

Bc '

(
3∑
α=0

Bα k
†
α

)
〈b̂〉 − 〈b̂〉†

(
3∑
α=0

Bα k
†
α

)
〈b̂〉〈b̂〉 (4.24)

which can be rewritten as

c '
1
B4

3∑
α=0

〈B〉† (〈B〉Bα − Bα〈B〉) 〈B〉
†kα (4.25)

We conclude this section with some words of caution. Obviously, the estimator 4.25
yields a curvature vector that vanishes when the four measured magnetic vectors Bα are
identical. This is not immediately clear in configurations where the field lines are still
straight (zero curvature) but the magnitude is varying in space, e.g., at a planar current
sheet if the normal component of the ambient magnetic field is zero. In this case, and in
the absence of measurement errors, the two contributions to the estimator 4.25 have to be
equal in magnitude and opposite in sign. If measurement errors come into play, two almost
equally large terms are subtracted, and cancellation errors may occur.

The estimator 4.19 may avoid this particular problem, however, in this case consistency
has to be checked because linear interpolation of the data b̂α does not in general give a
field b̃ = b̃(r) that satisfies the normalisation condition |b̃| = 1. A more detailed analysis
shows that 4.19 is indeed a consistent curvature estimator but it is not clear, a priori, how
neglecting the normalisation constraint affects the quality of the estimation. A proper
analysis of the truncation errors of the curvature estimators is beyond the scope of this
paper. For the case of a thick and planar current sheet, such an analysis suggests that the
number of truncation error terms is reduced if the constraint |b̂| = 1 is taken into account
properly.
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4.6 Errors for boundary analysis and magnetic curvature

The results of boundary motion and magnetic curvature analyses (Eqns. 4.4 and 4.19
respectively) can be written formally in a unique way that allows a full error analysis,
taking into account both physical and geometrical uncertainties. These results have been
applied to crossings of the terrestrial bow shock by Cornilleau-Wehrlin et al. [2003]. This
section gives the details of this unpublished derivation. In the following, A is either the
slowness vector m (Eqn. 4.4) or the mean curvature vector c (Eqn. 4.25) of the magnetic
field lines encompassed by the cluster of spacecraft.

A =

3∑
α=0

Aαkα (4.26)

λ = (A ·A)−1/2 (4.27)
n̂ = λ A (4.28)

where the physical coefficient Aα is either the scalar crossing time tα for the boundary
analysis, or the tensor product 〈B〉† (〈B〉Bα − Bα〈B〉) 〈B〉† in the case of the magnetic
curvature.

The investigation of the statistical properties of A, λ, and n̂ rely upon the following
considerations. The true position of spacecraft α differs from its nominal position rα by a
small and random vector δrα , and the true physical coefficient differs from the nominal one
by a small and random deviation δAα . The deviations of measured quantities are assumed
to be sufficiently small to represent the uncertainties of the computed quantities in terms
of their linear variations. Differentiating Eqns. 4.26–4.28 and noticing that (A · δA)A =
A A† δA, the variations δA, δn̂ and δλ are written:

δA =

∑
α

(δAαkα + Aαδkα) (4.29)

δn̂ = λ
(
I− n̂ n̂†

)
δA (4.30)

δλ = −λ3 (A · δA) (4.31)

where n̂† denotes the transpose of n̂ and I is the unit tensor. The uncertainty of a physical
quantity X is measured by the covariance 〈(δX−〈δX〉)(δX−〈δX〉)†〉 of its variation δX.

A few supplementary assumptions are made when computing uncertainties. First, it is
assumed that both physical coefficients and spacecraft positions are unbiased, 〈δAα〉 = 0
and 〈δrα〉 = 0, which ensures unbiased estimations of the reciprocal vectors and of λ, A
and n̂. Second, the covariances of physical coefficients and positions are assumed equal to
zero, 〈δrα δA†β〉 = 0. It then follows from Eqn. 14.24 in ISSI SR-001 that 〈δkαδA

†
β〉 = 0.

Third, it is assumed that covariances of spacecraft positions can be written as Eqn. 14.27
in ISSI SR-001. With these hypotheses, the covariances of δA, δn̂ and the uncertainty 1λ
can be written:
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〈δA δA†
〉 =

∑
α,β

〈δAα kα k
†
β δA

†
β〉 +

∑
α,β

Aα〈δkα δk
†
β〉A

†
β (4.32)

〈δn̂ δn̂
†
〉 = λ2

(
I− n̂ n̂†

)
〈δA δA†

〉

(
I− n̂ n̂†

)
(4.33)

(1λ)2 = λ4 n̂
†
〈δA δA†

〉 n̂ (4.34)

where the covariance 〈δkα δk
†
β〉 is given by :

〈δkα δk
†
β〉 =

∑
γ

k†
α 〈δr δr

†
〉γ kβ kγ k

†
γ (4.35)

The angular uncertainty of n̂ in the plane given by n̂ and a given unit vector ê orthogonal
to n̂ is approximately equal to the following expression, as long as it is small compared to
unity:

(1θ)2 = ê
†
〈δn̂ δn̂

†
〉 e (4.36)

= λ2 ê
†
〈δA δA†

〉 ê (4.37)

From now on, the discussion is limited to the case of scalar physical coefficients Aα , for
example Aα = tα , the crossing time. In that case, Eqn. 4.32 simplifies to:

〈δA δA†
〉 =

∑
α,β

〈δtα δtβ〉kα k
†
β +

∑
α,β

tαtβ〈δkα δk
†
β〉 (4.38)

With the help of Eqns. 4.37, 4.38, and 4.35, the angular uncertainty is explicitly written
as:

C1 =

∑
α,β

〈δtαδtβ〉(ê · kα)(ê · kβ) (4.39)

C2 =

∑
γ

A†
〈δr δr†

〉γ A (ê · kγ )
2 (4.40)

(1θ)2 = λ2 (C1 + C2) (4.41)

Figure 4.1 shows the cone of uncertainty of the determined direction. In the general
case, this cone is not axi-symmetric (i.e., has elliptical cross-section), because the coeffi-
cients C1 and C2, defined by Eqns. 4.39 and 4.40, depend upon the unit vector ê. Crossing
time measurements onboard different spacecraft with uncertainties1tα are statistically in-
dependent, which means that 〈δtα δtβ〉 = δα,β (1tα)2, and the covariances of δA become:

Cγ = (1tγ )
2
+A†

〈δr δr†
〉γ A (4.42)

〈δA δA†
〉 =

∑
γ

Cγ kγ k
†
γ (4.43)
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en

Δθ

Figure 4.1: The cone of uncertainty of n̂ is defined through the angular uncertainty of n̂
along a given direction, specified by a unit vector ê orthogonal to n̂.

The error analysis for the bow shock crossings presented in Cornilleau-Wehrlin et al.
[2003] made use of Eqns. 4.37, 4.42, and 4.43.

If the uncertainties1tγ and covariances 〈δrα δr
†
β〉γ are the same for all four spacecraft,

then C does not depend on γ and the covariances of δA, δn̂ and the uncertainty δλ can be
further simplified and written:

C = (1t)2 +A†
〈δr δr†

〉A (4.44)
〈δA δA†

〉 = C K (4.45)

〈δn̂ δn̂
†
〉 = C λ2

(
I− n̂ n̂†

)
K
(
I− n̂ n̂†

)
(4.46)

(1λ)2 = C λ4 n̂
† Kn̂ (4.47)

where K is the reciprocal tensor. For a regular tetrahedron with an inter-spacecraft dis-
tance d , the reciprocal tensor is proportional to the unit tensor, K = (2/d2)I, so that the
covariances and uncertainties given by Eqns. 4.37, 4.46, and 4.47 reduce to:

1θ =
λ

d

√
2C (4.48)

1λ

λ
= 1θ (4.49)

〈δn̂ δn̂
†
〉 = (1θ)2

(
I− n̂ n̂†

)
(4.50)

In that case, the cone of uncertainty is axi-symmetric around n̂. Another simplification
occurs when 〈δr δr†

〉 = (1r)2 I, where 1r is the uncertainty of the spacecraft positions.
In that case, the coefficient C, defined by Eqn. 4.44, simplifies to:

C = (1t)2 +
(1r)2

λ2 (4.51)

Note that the results from this section apply equally to the gradient of a scalar field. Re-
garding the effect of the spacecraft configuration, it should be noted that a flat or elongated
tetrahedron makes the errors very anisotropic.
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4.7 Generalised reciprocal vectors for N 6= 4
The least-squares approach presented in Section 4.2 suggests a straightforward gener-

alisation of the reciprocal vector concept to the general case where the number of space-
craft N is larger than four. As before, we choose the origin of our coordinate system to be
the barycentre of the spacecraft array, which implies∑

α

rα = 0 (4.52)

As pointed out in ISSI SR-001 by Harvey [1998], boundary parameter estimation using
the crossing time approach as well as spatial gradient estimation involves minimisation of
a cost function of the type

S =
∑
α

[p · rα − dα]2 (4.53)

Here p denotes the parameter vector to be estimated, and the data are given by dα, α =
1, . . . , N . In boundary analysis using crossing times tα , we have p = m (slowness vector)
and dα = (tα − t0). In the estimation of the spatial gradient of a scalar observable g,
p = ∇g and dα = gα . The algebra presented by Harvey [1998] and summarised in
Section 4.2 translates directly to the general case which means that the solution of the
least-squares problem is given by

p = R−1
∑
α

rα dα (4.54)

where the position tensor R is defined through

R =
∑
β

rβ r
†
β (4.55)

Note that the position tensor differs by a factor of 1/N from the volumetric tensor used
by Harvey [1998].

We now introduce N vectors through the relation

qα = R−1rα , α = 1, . . . , N (4.56)

By use of the vectors qα , one can write the solution of the least-squares problem in the
following form:

p =
∑
α

qα dα (4.57)

In particular, a spatial gradient estimator can be expressed as
∑
α qα gα . The other formu-

las in Section 4.4 also translate to the case N > 4, if we replace the kα’s with the qα’s.
The slowness vector m of Section 4.2 is given by

m =
∑
α

(tα − t0) qα =
∑
α

tα qα − t0
∑
α

qα =
∑
α

tα qα (4.58)

because ∑
α

qα =
∑
α

R−1rα = R−1
∑
α

rα = 0 (4.59)
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In this sense, the vectors qα, α = 1, . . . , N , can be interpreted as generalised reciprocal
vectors for the case N ≥ 4. We further note that the definition of the vectors qα implies
that ∑

α

qα r
†
α = I =

∑
α

rα q
†
α (4.60)∑

α

qα · rα = Tr {I} = 3 (4.61)∑
α

qα × rα = 0 (4.62)

and that
RQ = I = QR ⇒ R−1

= Q (4.63)

Here I denotes the identity tensor, and the generalised reciprocal tensor Q is given by

Q =
∑
α

qα q
†
α (4.64)

The corresponding relations for the reciprocal vectors kα (special case N = 4) can be
found in ISSI SR-001, see Section 14.2.1 in the Chapter by Chanteur [1998], and Eqn. 15.2
in the Chapter by Chanteur and Harvey [1998].

In the definition of the generalised reciprocal vectors qα given above, the position ten-
sor R has to be inverted. The inverse R−1 exists if the spacecraft configuration does not
degenerate into a planar one. More specifically, if R is singular, at least one of its eigenval-
ues is zero, and the plane that contains all spacecraft is perpendicular to any eigenvector
w 6= 0 to the zero eigenvalue. To formally demonstrate this statement, we note that
Rw = 0 and look at the associated quadratic form

0 = w†Rw = w†

(∑
α

rαr
†
α

)
w =

∑
α

w†rαr
†
αw =

∑
α

|w†rα|
2 (4.65)

which implies that
w†rα ≡ w · rα = 0 (4.66)

for all α = 1, . . . , N . Equivalently,

w ⊥ rα , α = 1, . . . , N (4.67)

Hence all position vectors rα are perpendicular to the eigenvector w, and this effectively
constrains all spacecraft to lie in one plane.

In those cases where the geometrical configuration is three-dimensional but deviates
not much from a planar one, a straightforward numerical inversion may still be problematic
(ill-conditioned). Note that the condition number of the symmetric and positive semi-
definite tensor R can be written in terms of its eigenvalues. These in turn are related to the
planarity and the elongation of the spacecraft polyhedron as defined in Section 13.3.3 of
ISSI SR-001 [Robert et al., 1998b]. In the ill-conditioned case, a regularisation approach,
using Singular Value Decomposition, may improve the solution. This problem, however,
is beyond the scope of this chapter and requires further study. It is interesting to note that
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in the field of computer graphics there is considerable research activity on closely related
questions [see e.g. Ju et al., 2007].

In the case N ≤ 3, i.e., if the number of spacecraft is three or less, the position tensor
is always singular, and reciprocal vectors cannot be constructed as outlined above. Planar
reciprocal vectors can still be defined in the case N = 3; however, in order to arrive at
a fully three-dimensional reconstruction, additional information (assumptions or physical
constraints) have to be taken into account. This case is currently under investigation by
one of the authors (J.V.).

Software implementation
Implementations of the reciprocal vector approach to spatial gradient estimation exist,

e.g., in IDL (the package cdat by Joachim Vogt, available from the author), and also in
the comprehensive data analysis software QSAS, available at http://www.sp.ph.ic.ac.uk/
csc-web/QSAS/.
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5.1 Introduction

Space plasmas are collisionless and thus waves play a major role in the collective
interaction between particles. Also, space plasmas are subject to a variety of instabilities,
generating a plethora of different plasma wave modes. Thus, for many physical processes
the role of waves and turbulence is likely to be predominant. The simultaneous four-
point measurements available from the Cluster mission enable spatio-temporal effects in
data sets to be resolved, which is mandatory for the unambiguous identification of waves
and plasma turbulence. The two main methodologies that have been used for wave field
characterisation in the frame of Cluster are the k-filtering/wave-telescope technique and
the phase differencing technique. Important new results obtained through the applications
of both techniques to Cluster data have been presented in numerous studies. The purpose
of this chapter is not to discuss the scientific results obtained, but to serve as a guide for
the interested reader as to what has been learned regarding wave identification methods
using multi-spacecraft data and where to find it.

The following is a brief outline of the chapter. In Sections 5.2 and 5.3, respectively, the
basic principles of k-filtering/wave-telescope and phase differencing techniques are pre-
sented. Section 5.4 describes the main problems and limitations encountered by applying
the methods to real data. In Section 5.5 the most recent developments of the k-filtering and
phase differencing techniques are presented and the future of wave field characterisation
through multi-spacecraft methods is briefly discussed.

5.2 k-filtering — wave-telescope technique

The k-filtering technique, also called the wave-telescope technique when applied to
magnetic field fluctuations, is described in Chapter 3 of ISSI SR-001 [Pinçon and Motsch-
mann, 1998]. The technique is an adaptation of methods used in geophysics for analysing
seismic waves from seismographs distributed over the globe [Capon, 1969]. The three-
dimensional generalisation to space plasmas was introduced by Pinçon and Lefeuvre [1991];
Pinçon and Lefeuvre [1992]. It is a method to characterise stationary fluctuations in space
plasmas in terms of the field energy distribution in the frequency and wave vector space.
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It is based on simultaneous multi-point measurements of the electromagnetic wave field
components, where a filter bank is used to enhance the spatial resolution.

The k-filtering/wave-telescope technique was applied for the first time to fluxgate mag-
netometer data from the Cluster FGM instrument by Glassmeier et al. [2001], to the
search-coil magnetometer data from the Cluster STAFF instrument by Sahraoui et al.
[2003], and to combined Cluster electric field and magnetometer data from the EFW and
STAFF instruments by Tjulin et al. [2005]. The basic principles of the technique are as
follows: Let A(t, rα) be the measured wave field at positions rα (α = 1, 2, . . .). As-
suming that the measured field is described as a superposition of plane waves, the general
expression is given by:

A(t, rα) =
∑
ω

∑
k

Aω,k exp i (k · rα − ωt)+ c.c. (5.1)

where Aω,k is the amplitude of the wave at frequency ω and wave vector k, and c.c.
denotes the complex conjugate. The fields are assumed to be stationary in time and ho-
mogeneous in space, conditions that in reality are met only approximately. These assump-
tions may be relaxed by assuming that the fields are translation invariant on spatial scales
larger than their wavelengths and stationary on temporal scales greater than the wave pe-
riod. Moreover, the wave field should not contain waves of a length shorter than the
inter-spacecraft separation, otherwise aliasing generates spurious results.

The correlation matrix between the measurements at two positions, rα , rβ , obeys the
frequency representation

M(ω, rα, rβ) = 〈A(ω, rα)A†(ω, rβ)〉 (5.2)

where 〈...〉 denotes the time (or ensemble) average. Spatial homogeneity allows linking
the correlation matrix M(ω, rαβ) to the energy distribution matrix P(ω, k) by

M(ω, rαβ) =
∫

P(ω, k) eik·rαβ dk (5.3)

where rαβ = rα − rβ . Inversion of Eqn. 5.3, i.e., estimating P(ω, k) from M(ω, rαβ),
is a difficult task since usually the data are spatially undersampled. Managing this crucial
problem by constructing a series of non-linear filters is the fundamental goal of k filtering.
Each filter is steered to a different (ω, k) pair and extracts from the data only the energy
associated with frequency ω and wave vector k. This k-filtering process can also be viewed
at as a generalised minimum variance analysis [Motschmann et al., 1996].

When constructing the filters, any other useful known information can be exploited.
The problem of filter determination can be solved with the help of Lagrange multipliers
(see Chapter 3 [Pinçon and Motschmann, 1998] in ISSI SR-001) yielding the following
expression for the field energy distribution function P(ω, k):

P(ω, k) = Tr
{
P(ω, k)

}
= Tr

{[
H†(k)M(ω)−1 H(k)

]−1
}

(5.4)

where H(k) is a geometrical matrix depending on the positions of the four satellites. M(ω)
is a matrix containing all correlation matrices M(ω, rαβ) constructed from the Cluster
quartet, as shown in Eqn. 3.7 in Chapter 3 of ISSI SR-001. The fact that the output of
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this method is an energy distribution, rather than just a single number, enables the finding
of more than one wave field energy maximum at each measured frequency. In contrast
to previous methods such as minimum variance analysis, this method can thus be used
for wave mode identification in plasmas where several wave modes may occur at each
frequency. This is a very important advantage of the k-filtering/wave-telescope technique
since space plasmas usually contain a large number of wave modes that may have the
same frequency. Once the various frequencies and wave vectors associated with wave
field energy maxima are identified, then, as shown by Glassmeier et al. [1995]; Vocks
et al. [1999]; Motschmann et al. [1998], a detailed discrimination of wave modes can be
obtained using additional constraints (by e.g. the MHD equations).

5.3 Phase differencing
Phase differencing is a dispersion-based method relying on phase relations between

the data sets obtained from different satellites. It can be applied when simultaneous data
from two or more closely spaced satellite are available. A comprehensive description of
the method can be found elsewhere [Balikhin et al., 1997a, b; Dudok de Wit et al., 1995].
This method is essentially a generalisation of the phase slowness vector method already
mentioned by Born and Wolf [1975] and commonly used in seismology. In what follows
a brief description is given.

The basic assumption of the phase differencing method is that the observed wave field
can be described as:

A(r, t) =
∑
ω

Aω exp i (k · r − ωt)+ c.c. (5.5)

whereAω is the Fourier wave amplitude, k the wave vector (k andω are related through the
wave dispersion relation), and c.c. denotes the complex conjugate. As for the k-filtering
technique, the wave field should ideally be stationary in time and homogeneous in space,
but the same relaxation of those conditions discussed for the k filtering is assumed, and the
same aliasing constraint applies as well. Contrary to the k-filtering technique, the phase
differencing technique is limited to the determination of one wave vector per frequency.
This limits its validity to plasma wave field for which most of the wave energy is confined
to one particular mode.

Frequency decomposition of the signals A(r, t) is performed by wavelet decomposi-
tion techniques using a Morlet wavelet. This ensures good frequency resolution at the low
frequencies that are of interest and a large number of frequency spectra that are used to
increase the statistical robustness of the technique [Dudok de Wit et al., 1995]. Hence this
method can be used successfully for short periods of data. However, for best results the
lowest frequency considered should ensure that there are at least 4–6 wave periods within
the data period being analysed.

If the same quantity is measured by two closely spaced satellites α and β, the phase
difference at a particular frequency between the two data sets is given by

1ψ(ω) = ψα(ω)− ψβ(ω)

= (k · rα − ωt)− (k · rβ − ωt)

= |k||rαβ | cos(θkr) (5.6)
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where rαβ is the known separation vector between the two satellites and θkr is the angle
between the wave vector and satellite separation vector.

The dependence of the phase difference 1ψ on (ω) gives the projection of the wave
vector along the separation vector rαβ as a function of frequency. With the advent of the
Cluster mission, data are now available that are measured at four closely separated points
in space. This enables the projection of the wave vector to be determined along three
independent baselines. It is then possible to reconstruct the original k vector.

5.4 Method successes and limitations
The capabilities of the k-filtering/wave-telescope technique for multiple plasma wave

mode identification have been successfully demonstrated in many key areas of the terres-
trial environment: near Earth solar wind [Glassmeier et al., 2001; Narita et al., 2003],
foreshock [Eastwood et al., 2003; Narita et al., 2004], through the bow shock [Narita and
Glassmeier, 2005; Narita et al., 2006a], magnetosheath near the magnetopause [Sahraoui
et al., 2003, 2004b; Narita and Glassmeier, 2006], high-altitude polar cusp [Grison et al.,
2005]. Not only the wave propagation direction and the wave number spectrum could be
reconstructed, but also complete wave dispersion analyses or Friedrichs diagram recon-
struction were accomplished using the k-filtering/wave-telescope technique [Narita et al.,
2003; Schäfer et al., 2005]. As shown by Sahraoui et al. [2003], a successful identifica-
tion of wave-field energy peaks actually due to aliasing can be achieved by comparing the
observed wave dispersion relations with the theoretical ones.

The new technique has also been applied with remarkable success to the characterisa-
tion of the ULF turbulent magnetic fluctuations observed in the magnetosheath close to the
magnetopause [Sahraoui et al., 2004a, 2006] and in the terrestrial foreshock region [Narita
et al., 2006b]. The results obtained provide strong arguments for a weak turbulence ap-
proach [Belmont et al., 2006]. A crucial point for turbulence theories is to determine the
scaling law, which describes how the energy is transferred across spatial scales. Cluster
estimates of the wave vector spectra associated with quasi-homogeneous magnetic field
turbulence in the magnetosheath suggest that a turbulent cascade is occurring. However,
due to aliasing, information about spatial scales smaller than the Cluster inter-spacecraft
distance cannot be derived. At the same time, no useful information can be obtained for
spatial scales much larger than the mean Cluster inter-spacecraft distance either: it can be
shown that in such a case the relative uncertainty for the field energy distribution and the
spatial scales are related by δP/P ≈ δλ/λ × d/λ where d is the mean inter-spacecraft
distance. As a consequence, a single tetrahedron mission like Cluster can only cover a
limited range of spatial scales at a given time, typically one decade. The investigation of a
turbulent cascade, from the injection to the dissipation scale, requires a broader coverage
of scales. The only way to cover the various plasma fundamental scales with Cluster is by
combining wave vector spectra obtained from k-filtering technique using magnetic field
data sets performed at different times and for different plasma parameters and solar wind
conditions. Any physical conclusion derived from these combined spectra is necessarily
linked to very restrictive assumptions.

Initially, the k-filtering technique was applied to measurements of the magnetic field by
the FGM and STAFF-SC instruments on Cluster. More recently, these data sets have been
supplemented with EFW electric field measurements [Tjulin et al., 2005]. The primary
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reason behind the inclusion of the electric field data within the k-filtering technique is
to obtain a better estimate of the wave-field energy distribution. This also enables some
comparisons between the wave electric and magnetic field contributions to the wave energy
density. These comparisons are useful for basic investigations of the polarisation of the
waves. The extended technique has been applied successfully to Cluster data from the
magnetosheath and the foreshock. However, its use and the interpretation of the results
require an intimate knowledge of the Cluster experiments since there are a large number
of problems that require solving before the electric and magnetic field measurements can
be combined effectively.

From Cluster data, the phase differencing method was successfully used to identify
the mode of plasma waves observed in the magnetosheath [Balikhin et al., 2003a] and in
the vicinity of the terrestrial bow shock [Balikhin et al., 2003b]. It has been also applied
to Cluster observations of foreshock waves [Hobara et al., 2007a] and solitary structures
[Hobara et al., 2007b]. A comparison of both k filtering and phase differencing is pre-
sented in Walker et al. [2004]. The results show that both analysis techniques identify
the same dominant wave mode in the data and the corresponding k vectors determined
are in reasonable agreement. Using a wavelet transform, the dispersion based method can
produce good clear results on a shorter period of data than the k-filtering technique. The
phase differencing method is applied to scalar values measured at different locations such
as a component of a vector (e.g., Bx or Ey) or oscillations observed in the density. This
is in contrast to the k-filtering method which requires vectors measured at a minimum of
four locations. It was shown that the phase differencing method works best when only one
wave mode is present or when one wave mode dominates the wave environment. Multi-
ple modes result in a number of dispersion curves and so the wave-vector directions are
currently unresolvable. In contrast, the k-filtering technique can resolve multiple waves
within the plasma (see Figure 5.1).

5.5 Outlook
The latest development of the phase differencing technique is its application to EFW

internal burst data sets. These data sets usually contain the four individual probe poten-
tials sampled up to 9 kHz for a period of 10–11 seconds. Thus, by analysing the phase
differences observed in the electric fields on either side of the satellite it is possible to
identify waves whose spatial scales are of the order of 100 m or less. This method has
been used successfully by Balikhin et al. [2005]. The phase differencing technique can
also be used to investigate the polarisation of the waves when it is applied to two perpen-
dicular components of the electric field. This addition to the methodology was used by
Walker et al. [2007] to distinguish between circularly polarised whistler mode waves and
linearly polarised lower hybrid waves at the front of a quasi-perpendicular bow shock.

A very interesting development of the k-filtering/wave-telescope technique can be
found by Constantinescu et al. [2006, 2007]. The new tool, called the spherical wave
telescope, consists of an extension of the previous technique to spherical waves repre-
sentation. It provides information about the local curvature of the wave fronts passing
through the Cluster satellites. This information is then used to determine the location of
the wave source. Another generalisation is presented by Plaschke [2007], who demon-
strated that more complex phase front structures such as field-line resonances [Glassmeier
et al., 1999] can be incorporated into the wave-telescope technique.
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Figure 5.1: Illustration of the plasma wave mode identification capability of the k-filtering
technique. In this example, the technique is applied to magnetic field fluctuations in the
magnetosheath near the magnetopause, measured by the STAFF instruments on the four
Cluster spacecraft. The figure displays the inferred magnetic energy (thin black lines), for
a given frequency, in the (kx, ky) plane, at two distinct values of kz. The coloured thick
lines are the theoretical dispersion relations of the low-frequency modes. The blue line is
the Doppler shift ω = k · v. Two main peaks are identified: a mirror mode (top panel) and
an Alfvén wave (bottom panel). From Walker et al. [2004].

.

The recent results from Cluster, and particularly the k spectra determined thanks to
the k-filtering/wave-telescope technique, demonstrate that future missions will have to
be multi-spacecraft in order to produce new insights into the turbulent nature of space
plasmas. Spacecraft separations will have to be short enough with respect to the wave-
length of the maximum energy fluctuations to remove the aliasing problem. This is al-
ready planned for projects like MMS (Magnetospheric Multi-Scale Mission). Information
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on larger scales will be provided by projects such as NASA’a five-spacecraft THEMIS
mission. In a more distant future, projects of more sophisticated spacecraft clusters, such
as the Cross-Scale project proposed in the frame of ESA’s Cosmic Vision, would provide
information on the various important scales simultaneously.
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Pinçon, J. L. and Lefeuvre, F., 1992, The application of the generalized Capon method to the analysis of a
turbulent field in space plasma: experimental constraints, J. Atmos. Terr. Phys., 54, 1237–1247.
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6.1 Introduction
Turbulence is ubiquitous in space plasmas, from the solar wind to supernova rem-

nants, and on scales from the electron gyroradius to interstellar separations. Turbulence
is responsible for transporting energy across space and between scales and plays a key
role in plasma heating, particle acceleration and thermalisation downstream of shocks.
Just as with other plasma processes such as shocks or reconnection, turbulence results in
complex, structured and time-varying behaviour which is hard to measure with a single
spacecraft. However, turbulence is a particularly hard phenomenon to study because it is
usually broadband in nature: it covers many scales simultaneously. One must therefore use
techniques to extract information on multiple scales in order to quantify plasma turbulence
and its effects.

The Cluster orbit takes the spacecraft through turbulent regions with a range of char-
acteristics: the solar wind, magnetosheath, cusp and magnetosphere. In each, the nature
of the turbulence (strongly driven or fully evolved; dominated by kinetic effects or largely
on fluid scales), as well as characteristics of the medium (thermalised or not; high or low
plasma β; sub- or super-Alfvénic) mean that particular techniques are better suited to the
analysis of Cluster data in different locations. In this chapter, we consider a range of
methods and how they are best applied to these different regions.

Perhaps the most studied turbulent space plasma environment is the solar wind, see
Bruno and Carbone [2005]; Goldstein et al. [2005] for recent reviews. This is the case
for a number of reasons: it is scientifically important for cosmic ray and solar energetic
particle scattering and propagation, for example. However, perhaps the most significant
motivations for studying solar wind turbulence are pragmatic: large volumes of high qual-
ity measurements are available; the stability of the solar wind on the scales of hours makes
it possible to identify statistically stationary intervals to analyse; and, most important of
all, the solar wind speed, V SW , is much higher than the local MHD wave speeds. This
means that a spacecraft time series is essentially a ‘snapshot’ spatial sample of the plasma
along the flow direction, so we can consider measurements at a set of times ti to be at a
set of locations in the plasma given by xi = x0 − V SW · ti . This approximation, known
as Taylor’s hypothesis, greatly simplifies the analysis of the data. In contrast, in the mag-
netosheath the flow speed is lower than the wave speed and therefore temporal changes at
the spacecraft are due to a complex combination of the plasma moving over the spacecraft
and the turbulent fluctuations propagating in the plasma frame. This is also the case for
ion and electron kinetic scale turbulence in the solar wind and dramatically complicates
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the analysis of the data. As a result, the application of multi-spacecraft techniques such
as k filtering to Cluster data (see Chapter 5, which make it possible to disentangle the ef-
fects of flow and wave propagation, have probably resulted in the greatest increase in our
understanding of magnetosheath turbulence rather than in the solar wind.

We can therefore summarise the key advantages for plasma turbulence analysis of
multi-spacecraft data sets such as those from Cluster, compared to single spacecraft data.
Multiple sampling points allow us to measure how the turbulence varies in many direc-
tions, and on a range of scales, simultaneously, enabling the study of anisotropy in ways
that have not previously been possible. They also allow us to distinguish between the
motion of fluctuations in the plasma and motion of the plasma itself, enabling the study
of turbulence in highly disturbed environments such as the magnetosheath. A number of
authors have studied turbulence with Cluster data, using different techniques, the choice
of which is motivated by the characteristics of the plasma environment in which they are
interested. The complexity of both the Cluster data and the problem of turbulence meant
that progress early in the mission was rather limited, although in the last few years several
key results have been obtained and it is now a rapidly evolving topic.

At this point, it is worth noting briefly the scope of this chapter: we discuss multi-
spacecraft Cluster results and methods regarding turbulence at fluid, ion and electron
scales, with the emphasis on the methods more than the physical significance of the re-
sults, but we do not consider more wave-like phenomena such as those in the foreshock.
This is an entirely artificial distinction, both in terms of the physics and the analysis meth-
ods. Nevertheless, this chapter is intended to be largely self-contained and we refer the
reader to other chapters in this book for more information about these related topics. We
also stress that this chapter is not in any way intended to be an introduction to, or overview
of, the analysis and theory of space plasma turbulence, or even of Cluster results in gen-
eral: instead, references to review articles are provided where appropriate. Belmont et al.
[2006] discussed the application of k filtering to turbulence studies in much greater depth
than is presented here and we refer the reader to that paper for more details. Single space-
craft analysis of Cluster data is revealing important information about turbulent anisotropy
[e.g., Mangeney et al., 2006; Lacombe et al., 2006], dissipation processes [e.g., Bale et al.,
2005] and even evidence for reconnection triggered by turbulence [e.g., Retinò et al., 2007]
but again, we do not discuss these results further here: our emphasis is on multi-spacecraft
analysis methods.

After fifty years of spacecraft measurements of turbulent space plasmas, many signifi-
cant questions remain unanswered. Perhaps the three most important, both for our funda-
mental understanding of plasma turbulence as a process and for quantifying its large scale
effects, are: anisotropy due to the presence of a background magnetic field; the nature of
the dissipation process; and the origin of the spatial inhomogeneity known as intermit-
tency. All three of these issues have been addressed using Cluster data. We discuss each
briefly here in order to provide the context for the methods and results presented in later
sections.

6.1.1 Anisotropy
Neutral fluid turbulence is in general isotropic. In contrast, the presence of a back-

ground magnetic field in a plasma results in anisotropy of the turbulence with respect to
this direction. It has long been known that this results in fluctuations that tend to be per-
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pendicular to this direction [Belcher and Davis, 1971], known as ‘2-D’. On MHD scales,
the turbulent cascade is expected to preferentially transfer energy into wave vectors per-
pendicular to the magnetic field [see, e.g. Oughton and Matthaeus, 2005, for a review of
these topics], resulting in longer correlation lengths along the field than those perpendicu-
lar to it, as has sometimes been observed [e.g., Matthaeus et al., 1990]. This has important
consequences for energetic particle transport. However, much remains unclear about this
energy transfer process and the resulting 3-D structure of the magnetic field in a turbulent
plasma. Cluster, by providing multiple sampling points, allows us to measure this structure
in new and powerful ways.

6.1.2 Dissipation

Turbulence typically transfers energy to progressively smaller scales (higher wave
numbers) until, ultimately, it is dissipated as heat. As ever, this process in collisionless
plasmas is much more complex than in a collisional neutral fluid. Several mechanisms
have been proposed (proton cyclotron damping, kinetic Alfvén wave damping, or even
electron scale processes such as whistler damping [e.g. Stawicki et al., 2001]) but at this
time, the answer is not known, although wave-particle interactions are clearly involved.
Ion and electron scale fluctuations can propagate much faster than MHD waves, invalidat-
ing Taylor’s hypothesis and making them harder to study. It is also clear that anisotropy
plays a role on these scales. Therefore, k-filtering techniques, which make it possible
in principle uniquely to identify individual wave modes in the plasma, allow us to study
dissipation processes in new ways.

6.1.3 Intermittency

It has long been recognised that turbulent fluctuations in neutral fluids are not spatially
homogeneous. Rather, they are bursty, as anyone who has been kept awake on a stormy
night can attest. This burstiness is commonly known as intermittency and is now recog-
nised as a fundamental property of turbulence [e.g. Frisch, 1996]. It has been extensively
studied in neutral fluids, where its effects are at least relatively well understood: by pro-
ducing some regions with large velocity shears on a particular scale and others with only
small ones, it results in spatial variations in the energy transfer rate. Its spontaneous origin
in a turbulent fluid, as well as its 3-D structure, is much less well understood but is clearly
a fundamental aspect of hydrodynamic turbulence. It is now also well established in space
plasmas [Bruno and Carbone, 2005] but in this case its effects are less clear since there
is not such a simple relationship between velocity shear and energy transfer as in neutral
fluids. Since intermittency is related to spatial variability, multi-spacecraft Cluster data are
a unique resource for studying this important phenomenon.

6.2 The k-filtering technique

The k-filtering technique was described in Chapters 3 and 4 of ISSI SR-001, and Chap-
ter 5 of the present book describes its success in identifying wave phenomena. It is this
method which has produced the most dramatic results in turbulence studies, since it makes
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it possible to measure the power held in discrete wave vectors within the plasma, inde-
pendent of any assumption of Taylor’s hypothesis. It has been used widely to analyse
waves in a range of locations and we refer the reader to Chapter 5 of this book for more
details. However, it has also been used very successfully to study turbulent magnetosheath
fluctuations and it is these results on which we concentrate here.

The magnetosheath [Lucek et al., 2005] is composed of plasma which has recently
passed through the Earth’s bow shock. As a result, it is very variable and highly disturbed
with large variations in velocity, magnetic field and density. This is in contrast to the
solar wind, where density variations are rather small. One would therefore expect a more
dominant role for compressive fluctuations in the magnetosheath than the solar wind. The
sheath is also a much harder medium to study than the solar wind because the plasma
wave speeds are comparable with, or larger than, the flow past the spacecraft. This means
that variations at a single spacecraft are a combination of fluctuations being convected past
the spacecraft and those fluctuations themselves propagating and changing. As a result,
single spacecraft analysis of magnetosheath turbulence has been rather limited and Cluster
offers the opportunity to make considerable progress in understanding this medium. The
k-filtering method is ideal for this purpose and it has been very successfully applied by
Sahraoui et al. [2006] in studying magnetosheath turbulence.

These authors analysed turbulence in the magnetosheath near the magnetopause. In
this case, there are therefore three physically important directions: the plasma flow vector;
the local magnetic field direction; and the normal to the magnetopause, along which one
might expect the plasma to be compressed. Sahraoui et al. [2006] studied an interval
with large amplitude variations in both the magnetic field amplitude and direction. They
showed that the interval was marginally unstable to the mirror instability and, using k
filtering to identify power at particular wave vectors, that mirror mode fluctuations were
present at relatively large scales (low spacecraft frequencies). For the first time, using k
filtering, Sahraoui et al. could recover the power spectrum as a function of wave vector in
the three important directions and showed that there was essentially no cascade along the
magnetic field direction, as has been predicted by some theories of plasma turbulence. In
contrast, there appeared to be a strong cascade along the flow direction. Sahraoui et al.
concluded that the mirror instability generated variations which then cascaded to smaller
scales (smaller than an ion gyroradius) along the flow direction, and to a lesser extent the
magnetopause normal direction. Interestingly, the power scales with flow-parallel wave
number as k−8/3, with an exponent considerably larger (and hence a steeper spectrum) than
that predicted by theory. Sahraoui et al. argued that directions such as the magnetic field
vector and the magnetopause normal constrain the development of the turbulent cascade,
limiting the energy transfer in those directions, while energy cascaded freely along the
flow direction. The results of Sahraoui et al. [2006] could only be obtained using data
from four spacecraft and analysing them with k filtering. This is an example of the large
amounts of information that can be retrieved from spacecraft data using this method.

The k-filtering technique is also of use in other environments. Recently, Tjulin et al.
[2007] applied k filtering to unusually large amplitude broadband waves around a solar
wind discontinuity which had previously been shown to be affected by reconnection. They
exploited the enhancement to k filtering developed by Tjulin et al. [2005] which combines
magnetic and electric field data to further constrain the possible results, and also recovers
polarisation results. Tjulin et al. measured the plasma frame wave vector spectrum of
the waves and showed that there were two main components. One, a left handed long
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wavelength shear Alfvén wave, was propagating along the background magnetic field.
The other, a fast magnetosonic right-handed wave, was propagating along the normal to
the discontinuity. The remarkably detailed information retrieved by Tjulin et al. is a
testament to the power of the k-filtering technique in characterising plasma fluctuations
using multi-spacecraft data.

Narita et al. [2007] used k filtering to study broadband fluctuations in a number of
environments: the solar wind, foreshock, magnetosheath and cusp. In particular, they dis-
tinguished ‘Alfvénic’ (wave vectors parallel to B), ‘2-D’ (wave vectors perpendicular to
B) and ‘compressive’ fluctuations, and measured the spectrum of each. In common with
much earlier work, they found a predominance of 2-D fluctuations in solar wind turbu-
lence, and a much lower level of compressive fluctuations. They found a spectral index
of around -1.9, rather steeper than the consensus -5/3 value, for MHD-scale fluctuations
and even steeper at higher wave vectors. Fluctuation levels increased dramatically in the
magnetosheath behind the shock, and Narita et al. [2007] concluded that this could not
come simply from compression, but needed an additional source such as mirror modes.

The foreshock itself was studied in more detail by Narita et al. [2006] who again
used k filtering. While the relatively dynamically mature turbulence in the solar wind
has long been studied, the foreshock has perhaps been the subject of less work—and is
also interesting because it is dynamically young, being generated locally by wave-particle
interactions. Narita et al. [2006] showed that even in this case, the turbulence was in
many ways similar to that in the solar wind, being highly anisotropic and with a -5/3
spectral index. They also argued that the fluctuations were intermittent, and that they were
probably an example of weak turbulence.

Given the success of k filtering in measuring power at different wave vectors, why then
would one use any other technique? In practice, like every technique, k filtering has its
limitations. In particular, Tjulin et al. [2005] pointed out that there is a fundamental limit
to the number of wave vectors that can be resolved at a given spacecraft frequency, given
by (NL−1), whereN is the number of spacecraft and L is the number of parameters used
in the analysis, and in practice is typically 3 for a vector such as the magnetic field. For
Cluster, this therefore results in a limit of 11 wave vectors. This is ample when analysing
discrete waves, but when a broadband turbulent spectrum is present, it may limit what can
be analysed in practice. Tjulin et al. [2005] also pointed out that there must be enough
points in the analysed time series to provide a reliable power estimate at an acceptable
frequency resolution—in practice, this is typically a few thousand points.

A further limitation of the k-filtering method, which is common to all the multi-
spacecraft techniques discussed in this paper, is that it is restricted to scales (or, equiv-
alently, wave vectors) close to those of the spacecraft separations: one cannot probe vari-
ations on scales much smaller, or much larger, than this.

6.3 Phase differencing
In addition to k filtering, other methods can be used to determine the properties of

waves in the magnetosheath. In their study of magnetosheath fluctuations, Balikhin et al.
[2003] used the ‘phase-differencing’ method which is essentially a technique to determine
the relative time at which wavefronts pass the four Cluster spacecraft. By using wavelets
to filter the data to various frequencies, they constructed a dispersion curve for the fluctua-
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tions and concluded that they were mirror modes. However, a key restriction of the phase
differencing method is that it can only be used when there is one dominant wave vector at
each spacecraft frequency, in contrast to k filtering which can in principle measure power
in many wave vectors simultaneously. Walker et al. [2004] have compared the k filtering
and phase differencing approaches in detail with an example interval of magnetosheath
fluctuations.

6.4 Correlation-based methods
In addition to the spectral-based methods of k filtering and phase differencing, methods

based on cross-correlations between spacecraft have been used. Matthaeus et al. [2005]
used data from Cluster, as well as the ACE and Wind spacecraft, to measure the correlation
function of the solar wind magnetic field on a huge range of scales, from 150 km to 350 RE.
By cross-correlating time series from two spacecraft a distance r apart, Matthaeus et al.
[2005] were able to measure the spatial correlation function at that separation. Assuming
isotropy, and using many intervals of data from different spacecraft pairs, they constructed
the plasma frame correlation function. They then used this to estimate two key parameters
of the turbulence. One is the ‘outer’ or correlation scale which they found to be around
186 RE. The second, the ‘inner’ or Taylor microscale, is related to the characteristic scale
of the spatial derivatives of the magnetic field fluctuations and can be measured from the
curvature of the correlation function as it approaches zero separation. From these two val-
ues, Matthaeus et al. estimated the effective Reynolds number of solar wind turbulence to
be around 230,000—this large value is consistent with the highly turbulent nature of the
solar wind. By using zero time lag cross-correlations, Matthaeus et al. were immune to
any finite wave propagation speed effects—in other words, the breakdown of Taylor’s hy-
pothesis. In practice, as we have seen this is not an issue in the solar wind, but this method
could be used in other regions such as the magnetosheath where Taylor’s hypothesis is not
well satisfied.

While Matthaeus et al. [2005] combined data from several spacecraft, they did not con-
sider the issue of anisotropy with respect to the magnetic field direction. Horbury [2000]
described a method to recover information about anisotropy by using cross-correlations
between spacecraft at varying time lags. If two spacecraft, 1 and 2, are separated by a vec-
tor r12, then the zero time lag cross-correlation corresponds to a plasma frame separation
of r12, as used by Matthaeus et al. [2005]. However, non-zero time lags 1t correspond to
different separations in the plasma frame x(1t) = r12 − V SW · 1t where −V SW is the
solar wind velocity relative to the spacecraft. Since the two spacecraft will in general not
be separated exactly along the flow direction, this allows us to measure variations in the
plasma in directions perpendicular to the flow. Four spacecraft provide 6 pairs between
which to compare. If one assumes axi-symmetry of the turbulence with respect to the lo-
cal magnetic field direction—a commonly-used assumption, without which it is difficult
to make progress—then one can measure the plasma frame autocorrelation function at a
reasonable range of scales and directions relative to the field, making it possible to mea-
sure the shape of the function. In particular, it is then possible to study the anisotropy of
the fluctuations.

For such inter-spacecraft comparisons, Horbury [2000] pointed out that Taylor’s hy-
pothesis becomes a slightly more complex condition than for the single spacecraft case,
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with it being better satisfied for some time lags, but worse for others. A detailed descrip-
tion is given by Osman and Horbury [2007]. In the solar wind, for reasonable spacecraft
formations, the condition is in practice almost always satisfied. As with k filtering, in
practice the correlation method only provides 3-D information on scales comparable to
the spacecraft separation. In order to study inertial range fluctuations, one needs to have
data when the spacecraft are considerably further apart than the proton gyroradius. In
2006, the Cluster dayside separation was 10,000 km, which is sufficient for these studies.

Osman and Horbury [2007] recently implemented the Horbury [2000] method to study
Cluster solar wind data from 2006 and demonstrated that it can be used to recover informa-
tion about the turbulent fluctuations. In particular, they showed that, with judicious selec-
tion of scales and time lags, they could retrieve the plasma frame autocorrelation function
over a wide range of angles relative to the local magnetic field direction and hence esti-
mate the level of anisotropy. As expected, and in agreement with earlier work, this showed
a significantly longer correlation length along the field than across it, consistent with an
anisotropic turbulence cascade.

One key advantage of this method is that one can construct an estimate of the plasma
frame autocorrelation function, as a function of both angle and scale, with a short data
set: Osman and Horbury used intervals of around 40 minutes, effectively limited only by
the need to have enough data points to adequately reduce errors in the cross-correlation
estimates. This makes it possible to take ‘snapshots’ of the turbulent anisotropy in different
regions, such as corotating interaction regions, fast and slow wind, or within coronal mass
ejections. Indeed, Osman and Horbury analysed several intervals and found unexpected
variations in the anisotropy properties, which did not seem to be correlated with variations
in other solar wind parameters such as speed or plasma β.

The correlation method, then, is rather different from k filtering. Some differences are
practical: the correlations are very rapid to calculate, while k filtering is computationally
intensive. Some, however, are more subtle. The k-filtering method assumes that the fluc-
tuations can be described by a population of plane waves with discrete ω and k, while the
correlation method does not. This may prove advantageous in turbulence studies in par-
ticular, where the fluctuations are broadband, nonlinear and indeed for strong turbulence,
perhaps not wave-like at all.

6.5 Other techniques
In addition to the ‘formal’ techniques such as k filtering and cross-correlations, the

complexity and fine scale structure of turbulent plasmas has motivated a number of studies
which use rather more pragmatic ways to combine data from more than one spacecraft to
extract information about turbulent space plasmas.

Alexandrova et al. [2006] used multi-spacecraft data in a rather different manner in
order to elucidate the nature of discrete structures that they identified in the magnetosheath
at frequencies near the ion cyclotron frequency. Using Morlet wavelets to filter out other
signals from the time series, they showed that the enhanced power at these frequencies was
composed of discrete structures—that is, it was intermittent. By finding the relative times
at which these structures passed the four spacecraft, Alexandrova et al. deduced that these
structures were Alfvénic ‘vortex filaments’, cylindrical structures approximately parallel
to the magnetic field and propagating perpendicular to it. Alexandrova et al. argued that
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these structures are an important element in magnetosheath turbulence. This is an excellent
example of where a combination of techniques, wavelet filtering plus relatively simple
timing analysis, can be used with multi-spacecraft data to reveal additional information
about turbulence than can be recovered with a single spacecraft.

The Earth’s plasma sheet is a highly structured and dynamic environment, which is
strongly influenced by processes such as reconnection occurring in other locations in the
magnetosphere. It is often highly turbulent, but this turbulence is hard to study because
of rapidly varying plasma flows and wave speeds that are comparable in magnitude to
these motions. Vörös et al. [2007] have recently used statistical techniques to study inter-
mittency in the plasma sheet. In particular, by taking advantage of a situation when one
spacecraft was within the bulk flow of the plasma sheet while another was at the boundary,
they argued that strong velocity shear at the edges of the plasma flows rapidly redistributes
energy via turbulent non-local couplings, a process which is theoretically expected but not
previously observed in the magnetosphere.

The cusp is another structured and dynamic near-Earth environment that is hard to
study with single spacecraft data. Nykyri et al. [2003] studied waves near the proton
cyclotron frequency in the high-altitude cusp: by considering the different power levels
present at various spacecraft, they could place an upper limit on the spatial extent of the
wave region. Nykyri et al. presented one interval where large power variations occurred
between spacecraft only 100 km apart. Good correlation between spacecraft only occurred
when they were approximately aligned along a field line, demonstrating that the waves
were located on particular flux tubes. Nykyri et al. [2003] concluded that these waves,
occurring in regions of strong shear, were highly filamentary and structured.

Sundkvist et al. [2005] also studied the cusp plasma and used electric and magnetic
field data from several Cluster spacecraft to argue that Drift-Kinetic Alfvén (DKA) vor-
tices were present, on scales of the ion gyroradius, about 25km in this case. DKA vortices
are predicted to form in non-uniform environments, such as the cusp, under certain plasma
conditions and can have an important effect on plasma transport. Sundkvist et al. iden-
tified the vortices by comparing the field profiles at several nearby spacecraft with those
of a model vortex: this is another example of the use of multi-spacecraft data in a less
formalised method which can still reveal important information about the turbulent nature
of the plasma.

6.6 Summary and prospects for the future
It is clear from the studies discussed here that, as with many other aspects of multi-

spacecraft analysis, progress can be made through a combination of techniques, some
sophisticated and some much less so: one must choose the best tool for the purpose at
hand.

Studies of turbulence using multi-spacecraft data are in their infancy. The k-filtering
method holds great promise and has been applied to a wide range of turbulent regions,
although much remains to be done in retrieving physical parameters of interest. Work on
constraining the results with multiple data sets and other physical requirements may prove
useful, for example in probing the helicity of turbulent fluctuations. The much cruder
correlation method is much less developed. It remains to be seen whether this will offer
significant benefits over other methods or simply a complementary viewpoint. The funda-
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mental constraint on multi-spacecraft techniques, of being limited to spatial scales close
to the spacecraft separation, can only be alleviated by identifying spacecraft data sets with
the required separation. It is encouraging that work is beginning using this approach in the
solar wind on much larger scales than the Cluster separation. More advanced techniques
will hopefully be applied to these data in the future.

Finally, further in the future, a multi-spacecraft mission such as the Cross-Scale project,
proposed in the frame of ESA’s Cosmic Vision, offers the prospect of measuring, for the
first time, the properties of turbulent fluctuations over many orders of magnitude in scale
simultaneously. Only in this way can we hope to quantify the broadband nonlinear cou-
pling between scales that is the key characteristic, and still poorly understood controlling
influence, of plasma turbulence and all its effects.
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7.1 Introduction

To study structures, such as current sheets, flux ropes, or fully three-dimensional con-
figurations, it is desirable to examine them in their proper (co-moving) frame, in which
they appear as time stationary as the data permit. And it is important to establish the frame
velocity so that their physical dimensions can be determined. In the present chapter, we
discuss methods for finding the velocity of the proper frame, mostly from single spacecraft
data. The so-called Walén test is also discussed in the chapter. Its purpose is to identify
one-dimensional Alfvénic structures from single-spacecraft data, usually in the context of
magnetic field reconnection geometries or interplanetary discontinuities.

The simplest situation is one where the electric field in the proper frame is negligibly
small. When such is the case, the co-moving frame is called the deHoffmann-Teller (HT)
frame. It was first applied by de Hoffmann and Teller [1950] in a theoretical study of the
one-dimensional structure of MHD shocks. In this application, the HT frame was specified
by the requirement that the electric field on both sides of the shock, but not necessarily in
the middle of it, was zero. In other words, the plasma flow on the two sides was field-
aligned, when viewed in the HT frame. The component of the frame velocity, V HT, along
the direction normal to a one-dimensional layer represents the motion of the layer, while
the tangential component represents what has been called the field-line velocity. Important
applications of the HT frame include the study of particle reflection and acceleration at
shocks (see Section 8.2.1), at the magnetopause, and in the geomagnetic tail current sheet.
It is also used in the Grad-Shafranov reconstruction methods presented in Chapter 9.

The concept of an HT frame is not limited to one-dimensional structures. Such a
frame can exist for some two- and three-dimensional objects as well. But there are also
structures which possess an intrinsic electrostatic field that cannot be transformed away
. An example is the standard two-dimensional reconnection configuration, which, in its
proper frame (the frame moving with the X-line), has a remnant electric field along the
invariant (axial) direction. Determination of the magnitude of this reconnection-generated
field is an important goal. To reach it, a high-quality determination of the proper frame is
required.
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The procedure, first developed in Sonnerup et al. [1987], for obtaining the HT frame
velocity and, if so desired, its acceleration, from data measured by a single spacecraft was
described in Chapter 9 of ISSI SR-001 [Khrabrov and Sonnerup, 1998]. Comments on
the procedure and applications are given in Section 7.2 below. The more general situa-
tions, in which no HT frame exists, i.e., where the structures have an intrinsic remaining
electrostatic field in their proper frame are discussed in Section 7.3.

7.2 The deHoffmann-Teller frame
As shown in Chapter 9 of ISSI SR-001, the procedure for determining a HT frame

consists of finding the transformation velocity, V HT, from the spacecraft frame to the
HT frame that minimises the residual electric field in the least-squares sense. This is
accomplished by minimising the object function

D(V ) = 〈|E
′

|
2
〉 = 〈|E + V × B|2〉 (7.1)

with respect to the frame velocity, V . Here the angle brackets 〈. . . 〉 denote the average
over the data set used in the calculation. The minimum corresponds to V = V HT. In
other words, V HT is determined from least-squares fitting of −V HT ×B

i to the measured
electric field vectors Ei . The components of V HT satisfy the equation

〈
E′ × B

〉
=0, where

the electric field in the co-moving frame isE
′

= E+V ×B. In matrix form, the equations
for the frame velocity components become 〈B2

y + B
2
z 〉 〈−BxBy〉 〈−BxBz〉

〈−BxBy〉 〈B
2
x + B

2
z 〉 〈−ByBz〉

〈−BxBz〉 〈−ByBz〉 〈B2
x + B

2
y 〉

 Vx
Vy
Vz

 =
 〈EyBz − EzBy〉〈EzBx − ExBz〉

〈ExBy − EyBx〉

 (7.2)

The uncertainties in the V HT determination are discussed in detail in Chapter 9 of ISSI SR-
001.

If only the electric field components in the spacecraft spin plane are measured, but
not the spin-axis component, one commonly used procedure is to calculate the spin-axis
component by use of the assumption Ei · Bi = 0, although this procedure is not always
physically justified and also gives problems when B lies near the spin plane. Another
option is described in Section 7.3.1.

In case no direct electric field measurements are available, but plasma velocities are,
the Ei vectors are replaced by −vi × Bi . Using −vi × Bi as proxy for the electric field
has been the standard procedure in the past, commonly based on ion bulk velocities.

If reliable electron bulk velocities are available, they offer a considerable advantage,
as pointed out in Chapter 9 of ISSI SR-001 and by Puhl-Quinn and Scudder [2000]. Ion
and electron bulk velocities will differ as soon as there are significant electric currents,
j = ne(vi − ve). In this case, the use of the electron velocities is the better choice,
because the magnetic field lines are more closely tied to the electron fluid. In terms of the
generalised Ohm’s law, it implies that the Hall electric field, which can be significant, is
incorporated in the analysis.

As discussed in Section 9.2 of ISSI SR-001, the HT frame participates in the motion
of a boundary or other discontinuity. Thus V HT · n̂ represents the velocity of motion
of the discontinuity along its normal, assuming a good normal vector is known (see also
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Section 10.5.5 [Schwartz, 1998] of ISSI SR-001). In Chapter 1 of the present volume,
methods for determining normals are discussed, and so are other methods to determine
discontinuity speeds from single spacecraft measurements, such as the Minimum Faraday
Residue (MFR) and Minimum Mass-flux Residue (MMR) methods.

7.3 General proper frame
Here we discuss the more general situation where no ideal HT frame exists, but where

a proper frame (in which the structure is time independent but has an intrinsic electrostatic
field distribution) does exist: it is this frame that one wants to find.

7.3.1 One-dimensional structures
In one-dimensional structures such as shocks, rotational and tangential discontinuities

there can be, and probably often is, an intrinsic electric field, En, along the normal within
the layer itself. The presence of such an electric field can adversely influence the quality
of the determination of the proper velocity from the standard HT algorithm. And this
intrinsic field, with its associated electric potential, is itself of importance in understanding
some of the physical processes operating in the layer. Therefore it is desirable to properly
incorporate the intrinsic field in the analysis. Perhaps the simplest way to achieve this
goal is to manually exclude data points within the layer and simply apply the standard
HT algorithm to electric field data or to −v × B data taken on the two sides. After V HT
has been found in this manner, transforming the electric field within the layer to the HT
frame should produce the desired intrinsic field and potential. Ideally this electric field
should come from direct three-dimensional field measurements. By then examining the
portions contributed separately by −v×B and by −ve ×B, one can assess the individual
contributions in Ohm’s law from the convection electric field, from the Hall field, and from
the electron pressure gradient.

An alternate approach (as yet untested) is to transform the measured electric field near
and within the layer to a frame of reference in which only the tangential part of the electric
field is minimised. The appropriate object function for minimisation with respect to the
three components of the frame velocity, V , is then

D(V ) = 〈|n̂× (E + V × B|2〉 (7.3)

Here n̂ is the normal vector, assumed known, and, as before, the angle brackets 〈. . . 〉
denote the average over the data set. Using a right-handed coordinate system, defined by
a set of unit vectors (x̂1, x̂2, x̂3), with n̂ = x̂3, the minimisation leads to the following
matrix equation for the velocity components: 〈B3B3〉 0 −〈B1B3〉

0 〈B3B3〉 −〈B2B3〉

−〈B1B3〉 −〈B2B3〉 〈B
2
1 + B

2
2 〉

 V1
V2
V3

 =
 〈E2B3〉

−〈E1B3〉

〈E1B2 − E2B1〉

 (7.4)

In the frame of reference moving with velocity V , the electric field should then be zero,
or close to zero, except for an intrinsic electric field within the layer, directed along n̂.
This field can then be integrated to give the electric potential distribution and net potential
jump.



68 7. PROPER FRAME DETERMINATION AND WALÉN TEST

The two tangential velocity components, V1 and V2, become undefined for a perfect
tangential discontinuity (TD), i.e., for B3 = 0. For this case, Eqn. 7.4 then gives V3 =

〈E1B2 − E2B1〉 /
〈
B2

1 + B
2
2
〉
. Regardless of the values of V1 and V2, the electric field

remaining in any frame that has its velocity component along the normal equal to this
value of V3, is directed purely along n̂, but is generally not zero outside the discontinuity
layer. However, the two velocity components V1 and V2 can be determined in a separate
step, as described by Paschmann [1985], to give zero electric field on the two sides of the
discontinuity layer. After transformation to the frame of reference moving in this manner,
only the intrinsic electric field within the layer remains, directed along n̂. The velocity V3
replaces V HT as the estimate of the current sheet motion along the normal.

As pointed out to us by A. Vaivads [private communication, 2007], there is also an
entirely different application of Eqn. 7.4, namely, to the determination of a proper frame
velocity V , from electric field components, E1 and E2, measured in the spin plane of a
spacecraft that lacks the ability to measure the spin-axis component, E3. Eqn. 7.4 can
be derived from the corresponding formula for regular HT analysis (Eqn. 7.2 above; see
also Eqn. 9.12 in ISSI SR-001, with K0 defined as the average of the matrix K(m)µν in Eqn.

9.11) by letting
〈
E
′

zBy

〉
=

〈
E
′

zBx

〉
= 0 , where E

′

= E + V × B is the electric field
in the co-moving frame. These two conditions are not exactly satisfied in the HT frame,
obtained from Eqn. 7.2. In the latter frame, one has instead that

〈
E
′

zBy

〉
=

〈
E
′

yBz

〉
and〈

E
′

zBx

〉
=

〈
E
′

xBz

〉
. Therefore, the frame velocity derived from the spin-plane application

of Eqn. 7.4, is not identical to the regular HT velocity, except ifE
′

= 0, as it is in a perfect
HT frame, or if the four above correlations between components of E

′

and B happen to
vanish. However, if a good HT frame does exist, the difference between V HT and the
frame velocity V from Eqn. 7.4 is expected to be small. The procedure again fails if 〈B2

3 〉

is close to zero.

7.3.2 Two-dimensional structures
Two-dimensional, time-independent but moving structures in a plasma have the prop-

erty (from Faraday’s law) that, in their proper frame, the electric field along the invariant
direction is constant throughout the structure. This property can in some cases be used to
determine both the direction and the motion of the invariant axis from single-spacecraft
data. This possibility was mentioned in Chapter 9 of ISSI SR-001 but no convenient
method for actually obtaining the orientation and motion was available at the time. A
least-squares method for this purpose has now been developed [Sonnerup and Hasegawa,
2005] and, to a limited extent, tested with actual spacecraft data. In brief, the method again
leads to an eigenvalue problem, in which the sought-after invariant axis, k, is predicted as
the eigenvector k3 corresponding to the smallest eigenvalue, λ3, of the system

(M0 − λI) · k = 0 (7.5)

where I is the identity matrix and the symmetric 3× 3 matrix M0 is defined by

M0 = −MEB
·M−BB ·MBE

+MEE (7.6)

Here the matrices MEB , MBB , MBE , and MEE , are co-variance matrices, e.g., MEB
ij =〈

δEiδBj
〉
, and M−BB is the inverse of the magnetic co-variance matrix MBB

ij =
〈
δBiδBj

〉
.
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As before, the symbol δ denotes deviation from the average, e.g., δBi = Bi−〈Bi〉 and 〈...〉
denotes the average over the data set used in the calculation. Assuming k to be normalised,
|k|2 = 1, the velocity of motion of the invariant axis is given by

V 0 = k × (M−BB ·MBE
· k) (7.7)

and the constant electric-field component along the invariant axis, evaluated in the system
moving with velocity V 0, is

E0 = 〈E〉 · k + 〈B〉 · (k × V 0) (7.8)

The method fails if MBB is not invertible and if a perfect deHoffmann-Teller (HT) frame
exists. In a perfect HT frame, the electric field is identically zero and therefore cannot con-
tain any information about axis orientation. To date, applications of the method presented
above are limited but indicate that the technique can work well for some flux transfer
events at Earth’s magnetopause [Sonnerup and Hasegawa, 2005; Hasegawa et al., 2006].
For ordinary magnetopause traversals it seldom gives believable results, usually because
of poor separation of the two smallest eigenvalues of M0.

Various multi-spacecraft methods for finding axis orientation (and motion) have been
developed [Shi et al., 2005, 2006; Xiao et al., 2004; Zhou et al., 2006a, b] and applied to
Cluster data (see also Chapter 2).

7.3.3 Three-dimensional structures.
Except for the special case where an acceptably good HT frame exists, there appears

to be no obvious way to find the motion of a fully three-dimensional, time-independent
structure from single-spacecraft data. However, if the Cluster spacecraft separation is
sufficiently small compared to the size of the structure, one may use the gradient-based
method developed by Shi et al. [2006] on the measured magnetic field. An alternate, as
yet untested, approach is to use Cluster’s curlometer capability (see Chapter 2) to search
for a frame of reference moving at velocity V such that the object function

D(V ) =
〈
|∇ × (E + V × B)|2

〉
(7.9)

obtained from Faraday’s law, written in the co-moving frame where ∂B/∂t = 0, is min-
imised. If a perfect proper frame exists, the object function will be exactly zero. The
resulting set of linear equations for the components of V is lengthy and is not given here.
As is the case for the gradient-based method [Shi et al., 2006], the Faraday-based ap-
proach would be applicable, not only to three-dimensional structures, but to one- and two-
dimensional ones as well.

7.4 Walén relation
As plasma flows across an ideal rotational discontinuity (RD), the components of the

plasma velocity, v, tangential to that layer change in response to the j × Bn force (Bn =
B · n̂). In the spacecraft frame, this implies that

1v = ±1vA (7.10)
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where the symbol 1 refers to changes relative to some upstream state, for example, and
vA is the local Alfvén velocity, corrected for the effect of pressure anisotropy,

vA = B[(1− α)/µ0ρ]
0.5 (7.11)

with α = (p‖ − p⊥)µ0/B
2. Eqn. 7.10 is the so-called Walén relation expressed in the

spacecraft frame.
In spite of the fact that the flow acceleration 1v is due to the j ×Bn force, the Walén

relation does not contain Bn. This is because for an RD, as for any planar Alfvén wave,
vn is proportional to Bn. Thus the smaller Bn, the smaller the inflow velocity, and thus the
less mass to accelerate. Of course, this independence of Bn means that a successful Walén
test does not say anything about the reconnection rate, which is proportional to Bn. On the
other hand, it does imply that Bn was non-zero because otherwise the j ×Bn force would
be zero, i.e., there would be no tangential acceleration of the plasma. This is no small feat
because the expected Bn is so small, compared with the total B, that to experimentally
determine that its value, B · n̂, is significantly different from zero requires a very nearly
one-dimensional structure and knowledge of the direction, n̂, normal to it with an accuracy
rarely available (see Chapter 1).

The positive (negative) sign in the Walén relation applies if the normal components of
the magnetic field and plasma velocity, Bn and vn have the same (opposite) signs.

When formulated as a jump relation, the test requires selection of the times between
which the jumps in v and vA are to be compared. This problem is partially overcome if,
after selection of an upstream reference state, one produces a time-series plot, where the
velocities predicted by the Walén relation are overplotted on the observed velocities [e.g.,
Phan et al., 2004]. Since there is the issue of the a-priory unknown sign in the Walén
relation, one can overplot the predicted velocities, once with the + sign and a second
time with the − sign. Such time-series plots have the advantage of showing, for example,
whether the relation is fulfilled during only part of the discontinuity crossing.

As discussed in Section 9.3.3 of ISSI SR-001, the HT frame provides a convenient
frame for testing the Walén relation. In the HT frame, the Walén relation has a much
simpler formulation. As the plasma velocity in this frame becomes v′ = (v − V HT), the
Walén relation reduces to

v′ = ±vA (7.12)

In the HT frame, testing of the Walén relation thus consists of a component-by-component
scatter plot of the plasma velocities and the Alfvén velocities measured across the discon-
tinuity. There is no need for selecting reference values for v and vA. When applied to an
ideal RD, the scatter plot should show a correlation coefficient and a slope of±1. A scatter
plot destroys the time-order of the measurements. If one wants to preserve this order, one
can alternatively overplot (v − V HT) and ±vA.

If the Walén test is used on a slow-mode shock, the flow speed and Alfvén speed are
no longer equal: the upstream Alfvén number is larger than the downstream value and the
former is<1, except for a switch-off shock, for which it is equal to 1. On the other hand, an
intermediate shock has upstream Alfvén number> 1 while its downstream Alfvén number
remains < 1. If the test is used on a reconnection configuration, consisting of an exhaust
jet sandwiched between two slow-mode shocks, such as might occur in the geomagnetic
tail, the scatter plot should show two branches, one with positive and one with negative
correlation. This behaviour would unambiguously indicate plasma inflow from both sides
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of the wedge. This result is more convincing than a direct determination of the normal flow
by projection of the flow vectors in the HT frame onto the normal vector. The direction of
the latter would have to be obtained by use of one of the methods described in Chapter 1
and such normals have notoriously large uncertainties.

A final remark is that the existence of an HT frame is a necessary but not a sufficient
condition for the identification of a discontinuity as a one-dimensional RD. This statement
holds even when data points within the layer are included in the HT analysis. For example,
one can imagine a perfect tangential discontinuity (TD) where no intrinsic electric field
along the normal direction is present within the discontinuity. Such a TD would possess a
perfect HT frame but would not be an RD.

7.5 Recent applications
Use of the HT frame has become widespread, either as the frame in which moving

structures are conveniently discussed [Hasegawa et al., 2004, 2005, 2006; Sonnerup et al.,
2004; Sonnerup and Hasegawa, 2005; Nykyri et al., 2006], or to estimate the speed of a
discontinuity as the normal component of the transformation velocity, V HT · n̂ [Haaland
et al., 2004; Khotyaintsev et al., 2004; Sonnerup et al., 2006, 2007; Retinò et al., 2006],
or as the convenient frame in which to test the Walén-relation [Puhl-Quinn and Scudder,
2000; Eriksson et al., 2004a, b; Phan et al., 2004; Paschmann et al., 2005; Gosling et al.,
2005; Nykyri et al., 2006].

In all the cited applications, the HT frame determination was based on the measured
ion bulk velocities and magnetic fields, with the exception of Khotyaintsev et al. [2004],
where the measured electric field was used directly. Electric field data have been used only
rarely because the Cluster electric field measurements are only two-dimensional. To our
knowledge, the only paper where electron bulk velocities were used is Puhl-Quinn and
Scudder [2000].

7.6 Summary
In this chapter, the topics of the deHoffmann-Teller (HT) frame and the Walén relation

from Chapter 9 of ISSI SR-001 have been revisited. In particular, the HT frame is now
viewed as a special case of the more general concept of a ‘proper frame’, i.e., a frame
co-moving with a plasma/field structure, in which frame the structure is assumed to be
approximately time independent but may posses an intrinsic remnant electrostatic field
distribution. The structure studied may be one-, two-, or three-dimensional and the HT
frame corresponds to the case where the intrinsic electric field is zero, or negligibly small.
In using these tools, it is important to keep in mind some of the following pitfalls and
unexplained features.

The velocity of a one-dimensional discontinuity along the normal direction is, in prin-
ciple, given by V HT · n̂. But in many applications, e.g., at the magnetopause, V HT is a
large velocity that is nearly perpendicular to the normal vector n̂, the result being that the
usually much smaller normal velocity component is very sensitive to errors both in frame
velocity and in normal direction. These errors are not only of a statistical nature. They may
have large contributions from geometrical substructures and from a lack of time stationar-
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ity. Limited insight into these uncertainties can be gained by repeated determinations of
V HT and n̂, using nested data segments. For two-dimensional structures where a reliable
invariant direction has been found, a more reliable estimate of the normal motion may be
V HT⊥ · n̂, where V HT⊥ is the portion of the HT velocity perpendicular to the invariant
axis.

One persistent problem with the Walén test, encountered in its application at the mag-
netopause, is that plasma mass densities, ρ and pressure anisotropies, α, measured at,
and near, the magnetopause, do not follow the MHD-based theoretical prediction for a
rotational discontinuity, namely that ρ(1 − α) should remain constant within the layer.
The reason for this discrepancy is not understood. Inclusion of data from magnetospheric
regions, in which the plasma has not yet interacted with the magnetopause, could be a
contributing factor. In such regions the plasma velocity is small and the Alfvén speed
large. It has been found that the quality of the Walén test usually improves, if, by use of
the above MHD-based prediction, one replaces the measured plasma density within the
layer by ρ = ρ1(1− α1)/(1− α), where the subscript one denotes the upstream condition
[Paschmann et al., 1986; Phan et al., 2004; Retinò et al., 2005].

In applications to the magnetopause [e.g., Paschmann et al., 2005] and also to solar-
wind discontinuities [e.g., Neugebauer, 2006], the directional changes of the plasma veloc-
ity are often found to be in good agreement with the corresponding changes of the Alfvén
velocity, while the magnitude of the velocity changes are usually considerably smaller
than those of the Alfvén speed. The agreement of the directional changes is consistent
with the presence of magnetic connection across the layer; the disagreement of the mag-
nitude changes indicates that some unknown contributions to the tangential stress balance
are present but not accounted for.

There are several possible explanations for the noted discrepancies in the Walén test.
For example, cold particle populations or heavier ions may have been missed in the mea-
surements so that the actual Alfvén speed is smaller than that used in the test. The presence
of gradients tangential to the discontinuity surface of plasma pressure and guide field may
also change the tangential stress balance so that the purely one-dimensional structure as-
sumed in the Walén test becomes invalid. If the reconnection jets are confined to a narrow
longitude segment, i.e., if the X-line is short, the plasma in the jets may be magnetically
coupled to adjoining regions where no reconnection occurs. The presence of such three-
dimensional effects cannot be excluded. Another possibility is that, in some crossings,
the Walén relation may be rendered invalid in the interior of the magnetopause by non-
gyrotropic plasma behaviour such as the presence of some form of gyro-viscosity [e.g.,
Hau and Sonnerup, 1991].

Note that incident, transmitted, reflected, and trapped particle populations, all con-
tribute to the tangential stress balance and therefore should be included in the Walén test,
their effects being accounted for via their contribution to both the total density and the
pressure anisotropy factor. It has been reported by Retinò et al. [2005] that the quality of
the Walén test can be improved significantly by removing a beam-like, counter-streaming,
secondary particle population that is sometimes seen within (but not outside) the magne-
topause current layer, in addition to the transmitted beam. The reasons for the presence
of this secondary beam, or for not including it in the tangential stress balance, are not
understood at present.



Bibliography 73

Software implementation
Software for the determination of the HT frame and for testing the Walén relation is

included in QSAS, available at http://www.sp.ph.ic.ac.uk/csc-web/QSAS/.
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Hasegawa, H., Sonnerup, B. U. Ö., Klecker, B., Paschmann, G., Dunlop, M. W., and Rème, H., 2005, Op-
timal reconstruction of magnetopause structures from Cluster data, Ann. Geophys., 23, 973–982, http:
//www.ann-geophys.net/23/973/2005/.
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Paschmann, G., Baumjohann, W., Sckopke, N., Papamastorakis, I., and Carlson, C. W., 1986, The magnetopause
for large magnetic shear—AMPTE/IRM observations, J. Geophys. Res., 91, 11 099–11 115.
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Sonnerup, B. U. Ö., Hasegawa, H., and Paschmann, G., 2004, Anatomy of a flux transfer event seen by Cluster,
Geophys. Res. Lett., 31, L11803, doi:10.1029/2004GL020134.
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8.1 Concepts of plasma kinetics
In Chapter 7 of ISSI SR-001, Schwartz et al. [1998] explain the basic ideas of analysis

by means of plasma kinetics: Liouville mapping and finite gyroradius effects.
Liouville mapping can be used to relate features of distribution functions such as heat-

ing, anisotropies or beams, to the field variations. It is based on the conservation of phase
space density along particle trajectories in collisionless plasmas, and therefore requires
that particle trajectories (or at least their initial and final states) can be accurately approx-
imated. This requirement generally relies on invariants of the particle motion such as the
energy and adiabatic invariants and some knowledge of the electromagnetic fields along
the trajectories.

The large gyroradius of energetic ions has the consequence that ions detected at differ-
ent directions are actually probing conditions at considerable distances around the space-
craft. Density gradients then appear as gyrophase anisotropies in the angular distributions.
This effect was first employed by Kaufmann and Konradi [1973] to probe the magne-
topause. Section 7.5 of Schwartz et al. [1998] explain how it can be used to remotely
sense sharp boundaries in ion densities. In particular, see Figures 7.4 and 7.6 in that chap-
ter for a graphical demonstration.

For a historical perspective on these topics, see also the classic paper by Northrop and
Teller [1960] on the motion of charged particles in the Earth’s magnetic field. In addition,
Whipple et al. [1998] present an alternative framework that builds on the underlying con-
cepts, while Whipple et al. [1986] describe extensions to the classic adiabatic theory that
apply even in regions of strong gradients.

8.2 Applications of Liouville mapping
Several studies have exploited the multi-spacecraft configuration of Cluster together

with Liouville mapping techniques to good effect. Some of these are summarised here.
See the full papers for more details.
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8.2.1 Liouville mapping for the determination of the electrostatic po-
tential within the bow shock

Liouville mapping based on conservation of energy in the appropriate (deHoffmann-
Teller) reference frame (see Chapter 9 of ISSI SR-001 and Chapter 7 of the present vol-
ume) and of the first adiabatic invariant may be employed at quasi-perpendicular shocks to
predict several important characteristics of the downstream electron velocity distributions
from those of upstream one. Lefebvre et al. [2007] have applied this technique to shock
crossings by Cluster, comparing the predicted electron distribution to that observed by the
PEACE instrument at various pitch angles. On one such crossing, the Cluster configura-
tion allowed the upstream and downstream distributions to be monitored simultaneously at
locations that were relatively well connected magnetically, minimising the possible prob-
lems associated with temporal and spatial variations during the crossing. The predictions
were generally found to match the observations, with some discrepancies that imply the
non-strict conservation of energy and magnetic moment.

Based on this agreement at zero order, the technique was used to estimate the elec-
tric potential across the shock by finding the potential that yields the best fit between the
predicted and observed distributions. The cross-shock potential is an important quantity,
controlling in great part the ion reflection and some particle acceleration processes, but
it is very difficult to estimate from direct electric field measurements. The deHoffmann-
Teller potential derived from this method was found to follow a profile similar to that of
the magnetic field. However, there are some indications that the potential could exhibit
slightly steeper gradients in the shock ramp, thereby partly invalidating the assumptions
underlying the mapping concept. Instruments with higher time resolution may be needed
to settle this question.

This is illustrated in Figure 8.1, which shows comparisons between cuts of the mea-
sured and mapped distributions at different pitch-angles, and in Figure 8.2 where electron
guiding-centre trajectories based on conservation laws are compared with the measured
phase-space density.

8.2.2 Liouville mapping downstream of the bow shock: the source of
electron temperature anisotropy

Electron velocity distributions in the Earth’s magnetosheath exhibit a number of non-
equilibrium characteristics, including a flat-topped shape at thermal energies and anisotro-
pies relative to the magnetic field, with T⊥e > T‖e. These features are related to processes
at the bow shock and within the magnetosheath, but the process(es) responsible for the
anisotropy are unknown. Masood and Schwartz [2008] used Cluster’s multi-spacecraft ca-
pabilities to compare simultaneous electron distributions at different distances behind the
bow shock. Such studies remove the temporal ambiguities introduced by single-spacecraft
analyses. That comparison showed that the electron velocity space distributions just be-
hind the bow shock are nearly isotropic with a slight T‖e > T⊥e anisotropy whereas deeper
into the magnetosheath the electrons exhibit a significant T⊥e > T‖e anisotropy.

They found a clear decrease of suprathermal electrons at 0◦ and 180◦ pitch angles,
suggesting that this population suffers losses, e.g., into the upstream region, related to the
mobility of electrons in the global configuration provided by the magnetosheath. Addition-
ally, the 90◦ pitch angle suprathermal electron population increased in width with distance
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Figure 8.1: Cuts at 0, 30 and 60◦ pitch-angles of the electron velocity distributions up-
stream (top) and downstream (bottom) of a quasi-perpendicular shock on March 19, 2005,
measured by the PEACE instrument on Cluster. Cuts of the downstream distribution (solid
line) are compared with the Liouville-mapped upstream distributions simultaneously mea-
sured by an upstream spacecraft (dashed line). The area shaded in grey corresponds to
electrons which cannot cross the shock, assuming conservation of their energy and mag-
netic moment in the deHoffmann-Teller (HT) frame. This part of the distribution is com-
pared with the reflected distribution, mirrored around v = 0 in the HT frame (dotted line).
The thin line at the bottom of the plot is the ratio of the mapped to observed distributions,
showing that the most notable discrepancies occur at low energies near the separatrix be-
tween passing and non-passing electrons. Adapted from Lefebvre et al. [2007].

Figure 8.2: Electron phase-space density (colour) for a given magnetic moment (µ =
5Te⊥u/Bu). The white lines correspond to electron guiding-centre trajectories derived
from conservation of energy and magnetic moment in the observed magnetic field and
estimated electric potential. If these hypotheses were perfectly valid for all electrons, each
of these trajectories should follow contours of the distribution. Adapted from Lefebvre
et al. [2007].
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into the magnetosheath.
Masood and Schwartz [2008] then applied the Liouville mapping techniques based on

magnetic moment and energy constants of particle motion to determine the extent to which
the systematic increase in perpendicular anisotropy might be related to adiabatic evolution.
The mapping clearly shows that other processes must be operating in the magnetosheath
to inflate the perpendicular pitch angles, and that the loss of field-aligned suprathermals
is very rapid. The study is a good example of how multipoint measurements can be used
to remove temporal variability, and of how the details of the particle distributions can
be used in conjunction with Liouville’s Theorem to make strong conclusions about the
physical processes that are, and are not, occurring.

8.2.3 Application of Liouville concepts to flux transfer events
Another application of Liouville’s Theorem in its widest sense (mapping of plasma

distributions between different regions) is in the analysis of flux transfer events (FTEs).
These are localised flux tubes penetrating the magnetopause, allowing magnetosheath and
magnetospheric plasmas to mix and disperse. One important aspect of such studies is the
‘connectivity’ of the event, meaning whether the flux tube joins to the northern or south-
ern hemisphere. Generally the location above or below the magnetic equator indicates
this, but there are exceptions, especially if the connection point has crossed the equator.
A more reliable determination is given by the pitch angle of the energetic ions as they
escape from out of the magnetosphere: northerly connected events will have ions moving
predominantly anti-parallel to the magnetic field.

In a recent study of FTE motion [Fear et al., 2007], RAPID ion data have been used
to make just such an unambiguous determination of magnetic connectivity. In this case,
where the field is oriented generally north-south, the missing RAPID data at 90◦ (see
below) are unimportant, since it is the 0◦ and 180◦ directions that are of interest.

8.3 Applications of remote sensing of boundaries
A number of papers have exploited the remote sensing technique to study various

plasma boundaries. Again, see the full texts for more details.

8.3.1 Remote sensing with ions at foreshock cavities
Foreshock cavities are brief (less than a minute) depressions in the interplanetary mag-

netic field, accompanied by enhanced fluxes of energetic ions seen upstream of the Earth’s
bow shock [Sibeck et al., 2004, and references therein]. Foreshock cavities, if sufficiently
common, may play significant roles in triggering magnetospheric events. Such cavities are
believed to be formed when an isolated collection of interplanetary magnetic field lines
connect to quasi-parallel regions of the Earth’s bow shock, allowing shock-associated
energetic ions to flow upstream and excavate a local cavity. Observations by the Clus-
ter spacecraft reported by Schwartz et al. [2006] show precisely this configuration. The
suprathermal ions can be seen just outside the edges of the cavity within a restricted range
of gyrophases, consistent with their gyromotion tangential to the layer containing the cav-
ity.
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8.3.2 Remote sensing of the magnetopause
The method of using gyrophase asymmetries in the ion distributions to determine the

orientation and distance from an absorbing boundary has also been applied to monitoring
the motion of the dayside magnetopause. Oksavik et al. [2002] employed this technique to
the energetic ions from the RAPID experiment on three Cluster spacecraft (the unit on the
4th spacecraft was not operational at the time) very early in the mission, on January 14,
2001, during an outbound pass through the magnetopause. The width of the ‘hole’ in the
gyrophase distribution yields the distance from the spacecraft to the absorbing boundary
(magnetopause) from 0 to 2 gyroradii while the centre of the hole is 90◦ to the bound-
ary normal. For 60 keV protons in a field of 15 nT the gyroradius is 2400 km. In spite of
the small spacecraft separations of 500–600 km, considerable differences were observed
among them. The magnetopause was seen to approach and retreat, with the different space-
craft measuring different distances, consistent with the expected magnetopause orientation
and geometry of the spacecraft constellation. Magnetopause velocities of up to 30 km/s
were recorded.

A more detailed analysis of this event has been carried out by Zong et al. [2004],
who use the derived distances to the absorbing boundary to measure the density gradients
of magnetosheath plasma and of energetic particle flux inside the magnetopause. They
establish that the plasma falls off exponentially with distance, with an e-folding length of
∼1000 km. The energetic ion flux increases linearly over 2 gyroradii; however, electron
fluxes are uniform.

It is unfortunate that this very promising method for remote sensing of particle bound-
aries will find very limited application with the RAPID data on Cluster since the ion detec-
tor that looks into the ecliptic plane deteriorated within a few weeks of operations on all 4
spacecraft. This failure is likely due to photo-electrons swamping one of the multichannel
plates used for the time-of-flight determination. But it is precisely this detector that sees
90◦ particles when the magnetic field is oriented north-south. The January 14, 2001 event
can be studied because at this time all 3 detectors were still functioning. Remote sensing
of the plasma sheet in the geomagnetic tail remains a possibility, however.

Software implementation
The Liouville mapping of electron measurements from Cluster is implemented in

QPEACE software, available at http://www.sp.ph.ic.ac.uk/csc-web/QPEACE/.
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Since the publication of the multi-spacecraft data analysis book ISSI SR-001, new
methods have been developed that allow field and plasma structures traversed by one or
more spacecraft to be reconstructed in a region surrounding the spacecraft path from the
measured data. Maps of field and plasma properties are created with the aid of various
versions of the MHD equations, under the assumption that the structures can be treated
as two-dimensional (∂/∂z ' 0), and as approximately time-independent in their proper
(i.e., co-moving) frame of reference. Reconstruction of this type is not to be confused
with numerical simulation. The former generates a time-stationary set of maps, the latter
a description of the time evolution of a structure from some given initial state. In this
chapter, we describe briefly four different reconstruction methods.

9.1 Magneto-hydrostatic structures
The first attempt to recover two-dimensional (2-D), time-independent magnetic-field

structures from data taken by a single spacecraft as it traverses the structures was made
by Sonnerup and Guo [1996]. Their approach was to integrate, as a spatial initial-value
problem, the classical Grad-Shafranov (GS) equation governing 2-D magneto-hydrostatic
structures in a plasma. This approach was brought to a useful form and applied to AMPTE-
IRM observations of the dayside magnetopause by Hau and Sonnerup [1999]. It has now
been successfully applied to a number of events at the magnetopause, in the geomagnetic
tail, and in the solar wind (for a set of relevant references, see Sonnerup et al. [2006] and,
additionally, Hasegawa et al. [2007b, a]; Zhang et al. [2007]; De Keyser et al. [2005]). For
Cluster applications, it has also been modified to allow for the ingestion into the analysis
of data from more than one spacecraft. A brief description of the method follows.

9.1.1 Integration procedure
Since the structures to be reconstructed usually move past the spacecraft at substantial

speed, the first step is to find the proper frame, in which they appear approximately time-
independent. To date, the deHoffmann-Teller (HT) frame (see Chapter 9 of ISSI SR-
001 and also Chapter 7 of the present volume) has been used as the proper frame. In

81
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cases where this frame is poorly determined, the method described in Section 7.3.2, which
also provides the invariant (z) axis, may be tried, although this method is not always
successful. Time delays between the passage of a structure past two or more observing
spacecraft, as well as other multi-spacecraft methods, can in favourable circumstances
also be used (see Section 9.1.2). In the proper frame, the spacecraft path through the
structure, projected onto the reconstruction (xy) plane, i.e., the plane perpendicular to the
invariant axis, becomes the x-axis. By use of the x-component of the frame velocity,
the time series of measured magnetic field and other quantities can then be converted to
spatial distributions along the x-axis. These distributions are used as initial values for the
integration of the GS equation, which governs 2-D magneto-hydrostatic equilibria

∂2A/∂x2
+ ∂2A/∂y2

= −µ0jz = −µ0dPt/dA (9.1)

Here A(x, y)ẑ is the vector potential describing the field components in the reconstruction
plane so that (Bx, By) = (∂A/∂y,−∂A/∂x), from which follows that curves defined
by A(x, y) = const. describe field lines, projected onto the xy-plane. The transverse
pressure Pt (A) = (p+B2

z /2µ0) is a function of A only, because both the plasma pressure
p(A) and the field component Bz(A) are constant along field lines; they are called field-
line invariants. Eqn. 9.1 expresses the force balance in the xy-plane and perpendicular to
the field, while p = p(A) and Bz = Bz(A) express the force balance along field lines
in the xy-plane and along the z-axis, respectively. Use of the GS equation 9.1 requires
the structures to be approximately 2-D, time-independent, and magneto-hydrostatic, i.e.,
inertia forces associated with any plasma flows remaining in the proper frame must be
sufficiently small to be neglected.

The values A(x, 0) of the vector potential on the x-axis are obtained from the mea-
sured magnetic field component By(x, 0) = −∂A(x, 0)/∂x by integration. The result is
used for two purposes. First, the values A(x, 0) provide the spatial initial values for the
integration. Second, the plasma pressure p(x, 0) and Bz(x, 0) are both measured along
the x-axis so that Pt (x, 0) is also known there. By use of A(x, 0), these quantities can be
expressed as the functions p(A), Bz(A), and Pt (A). They are then known, not only on the
x-axis, but in the entire part of the xy-plane threaded by field lines that intersect the x-axis
and were encountered by the spacecraft during the data interval used in the reconstruction.
In those portions of the reconstruction domain not magnetically connected to the x-axis,
the functions must be represented by suitable extrapolations. The curves representing the
field-line invariants as functions of A, may have more than one branch. If so, suitable cri-
teria for switching branches in the integration are needed. For example, in magnetopause
applications two branches are commonly present, one applicable in the magnetosphere and
one in the magnetosheath. In this case, the location where Bx changes sign has been used
for the switch [Hu and Sonnerup, 2003], but other criteria are also possible.

The integration consists of taking small steps ±1y away from the x-axis, in each step
using the Taylor series

A(x, y ±1y) = A(x, y)±1y(∂A(x, y)/∂y)+
1
2
(1y)2(∂2A(x, y)/∂y2) (9.2)

to obtain new A-values. Here ∂A(x, y)/∂y = Bx(x, y) is known and ∂2A(x, y)/∂y2
=

−∂2A(x, y)/∂x2
− µ0dPt/dA is taken from the GS equation. Similarly, we use

Bx(x, y ±1y) = Bx(x, y)±1y(∂Bx(x, y)/∂y) (9.3)
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to obtain new Bx values. In this expression, ∂Bx(x, y)/∂y = ∂2A(x, y)/∂y2, which is
again taken from the GS equation. This simple integration method can be extended by car-
rying more terms in the series expansions 9.2 and 9.3 [Sonnerup et al., 2006], one result
being that the integration will now require use of, not only the first derivative dPt (A)/dA,
but also higher derivatives, d2Pt (A)/dA

2, etc.. Even so, the procedure remains mathemat-
ically unstable. However, validations against known exact solutions of the GS equation
have demonstrated that, by use of simple low-pass filtering [Hau and Sonnerup, 1999]
and suitable nudging to suppress the build-up of total-pressure peaks [Hu and Sonnerup,
2003], the integration can be carried out with small errors over a substantial range of y-
values centred around y = 0. The resulting reconstruction domain is rectangular, with its
long sides parallel to the x-axis. The maximum aspect ratio to stay within a 2% error (say)
varies from one benchmark test to another but is typically in the range 1/4 to 1/5.

In applications to single-spacecraft data, the errors cannot be quantified. The decision
concerning how far to extend the integration domain in the y-direction is then a subjective
one, based on the field behaviour in the map at its upper and lower edges.

9.1.2 Invariant axis and map optimisation
One of the most difficult steps in single-spacecraft applications is to find the orienta-

tion of the invariant axis. Various methods have been attempted: (i) obtaining, by trial and
error, well defined functions Pt (A), p(A), and Bz(A) with minimal scatter of the mea-
sured values around one or more branches of suitable polynomial representations [Hau
and Sonnerup, 1999] ; (ii) optimising, by trial and error, the agreement between values of
these field-line invariants obtained for field lines that intersect the x-axis more than once,
a method that appears effective for flux ropes where each field line is encountered twice
by the spacecraft as it moves along the x-axis [Hu and Sonnerup, 2002]; (iii) using the
method described in Section 7.3.2.

In multi-spacecraft applications, the following procedure has been developed: The
data set from each spacecraft is used to obtain a reconstructed field map that is then used
to predict the field values at points along the paths of the other spacecraft in the recon-
struction plane. The correlation coefficient between predicted and actually measured field
components along these paths is then maximised by trial and error to find the optimal axis
orientation [Hasegawa et al., 2004; Sonnerup et al., 2004]. Experience indicates that, at
least in some applications, a good starting point for the search is the intermediate variance
direction from minimum variance analysis of the magnetic-field data (MVAB; see Chap-
ter 8 of ISSI SR-001). Other multi-spacecraft methods for obtaining the invariant axis
and its motion are the gradient-based method [Shi et al., 2005, 2006], applicable for small
spacecraft separations, and the triangulation method [Zhou et al., 2006a, b], applicable for
larger separations.

As a further step in producing an optimal axis orientation and map, the following
method has been developed to merge reconstructed field maps of the same structure, ob-
served by several spacecraft into a single map [Hasegawa et al., 2005]: A suitably chosen
Gaussian weight distribution in y is applied to the A(x,y) distribution of each individual
map, with maximum weight on the spacecraft path from which it was generated. The
weighted A(x,y) distributions of the maps from all spacecraft are then super-imposed to
produce a combined map. The correlation between the field components predicted by the
composite map and those actually measured by the various spacecraft can then be further
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optimised by making small adjustments to the orientation of the invariant axis. The com-
bined map does not satisfy the GS equation exactly but the deviations are usually small. In
a few applications of this technique at the magnetopause, with Cluster spacecraft separa-
tions of 2000-3000 km, correlation coefficients (cc) between predicted and measured field
components have exceeded 0.99 and not uncommonly have been ≥ 0.98. An illustration
is shown in Figure 9.1. A warning is in order here: when the spacecraft separation is small
compared to the size of the reconstructed object, the cc tends to be very high and not a
valid measure of overall map quality.

9.2 Structures with field-aligned flow
It can be shown [Sonnerup et al., 2006] that the inclusion of field-aligned flows (such

as commonly occur in the HT frame) in the description of 2-D time-independent structures
also leads to a GS-like equation, namely

∇·[(1−M2
A)∇A] = µ0ρ[T dS/dA−dH/dA]−BzdCz/dA−(B

2/2µ0ρ)dG
2/dA (9.4)

in whichMA = (v/B)
√
µ0ρ is the Alfvén-Mach number based on the flow speed v. There

are now four field-line (and streamline) invariants: the entropy S(A) = cv ln(T /ρ(γ−1));
the total enthalpy H(A) = h + v2/2 = cpT + v

2/2; the mass-flux invariant G(A) =
µ0ρv/B = MA

√
µ0ρ; and the axial-momentum invariant Cz(A) = (1 − M2

A)Bz. As
before, the GS equation expresses the force balance transverse to the field in the recon-
struction plane; S(A), H(A), and G(A) together describe isentropic, compressible, field-
aligned flow, with 1/B in G(A) playing the role of cross-sectional area of a flux and flow
tube; and Cz(A) expresses the axial momentum balance.

In the limit v→ 0, we see that MA→ 0, Cz(A)→ Bz(A), and G(A)→ 0, while the
enthalpy and entropy invariants give T → T (A) and ρ → ρ(A), from which follows that
p = p(A). In this limit, Eqn. 9.4 reduces to 9.1, with field-line invariants T , ρ, p, and Bz:
As expected, the system returns to the magneto-hydrostatic case.

The GS-like equation 9.4 has complications arising from the presence of quantities
such as MA, T , ρ, Bz, B

2, which are not field-line invariants and therefore must be ad-
vanced separately in the integration. The procedure can be cast in matrix form as M·XT =
Y T , where the derivatives needed at each step of the integration are contained in the vector

X = [(∂T /∂y), (∂ρ/∂y), (∂v2/∂y), (∂M2
A/∂y), (∂Bz/∂y), (∂B

2/∂y), (∂2A/∂y2)]

(9.5)
The vector Y and the 7 × 7 matrix M were given by Sonnerup et al. [2006]; they contain
only quantities that are known before each new step is taken. The matrix M is sparse and
the system can be readily reduced to size 4×4. It must be inverted at each grid point in the
integration. The inversion poses no problem, except when the matrix becomes singular,
which occurs whenever the field-aligned flow speed becomes equal to one of the MHD
wave speeds. Such a situation may arise in the study of reconnection events in which
Alfvénic, or nearly Alfvénic, field-aligned flow is expected in the HT frame. Suitable
events for application of the method should be such that a high-quality HT frame exists.

A numerical code for this type of reconstruction has been developed by Teh [2007] and
Teh et al. [2007]. It has been successfully benchmarked by use of an exact axi-symmetric
solution of Eqn. 9.4 and then used to reconstruct a magnetopause encounter by Cluster that
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Figure 9.1: Magneto-hydrostatic GS reconstruction of flux transfer event (FTE) from Clus-
ter data. The upper left panel shows projection of field lines onto the reconstruction (xy)
plane as black curves, with the axial (z) field in colour. The white tetrahedron is the space-
craft configuration, which moves rapidly from left to right; the white arrows represent
the measured magnetic field vectors, projected onto the xy plane. The magnetosphere is
at bottom; tailward is left. The FTE signature was created by a flux rope, embedded in
the magnetopause layer and moving tailward past the spacecraft. In the lower left panel,
colours show plasma pressure; white arrows represent measured plasma velocity vectors,
after transformation to the reconstruction frame (the HT frame; see Chapter 7), which
moves at nearly the magnetosheath plasma flow speed so that velocities are small in the
magnetosheath and flux rope, but are large in the magnetosphere. The right panel shows
the correlation between measured field components and those predicted from the field
map. The map is a composite of four maps, each created from magnetic data measured by
an individual spacecraft. Orientation of invariant (z) axis was obtained by optimisation of
the correlation coefficient (cc). Adapted from Sonnerup et al. [2004] and Hasegawa et al.
[2006].
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had been previously studied in the magneto-hydrostatic approximation [Hasegawa et al.,
2004, 2005]. The qualitative agreement was found to be good but a new phenomenon,
namely supersonic field-aligned flow in the HT frame, could now be described.

9.3 Plasma flow transverse to the magnetic field
It can be shown [Sonnerup et al., 2006] that plasma flow transverse to a unidirectional

(but non-constant) magnetic field, B = B(x, y)ẑ, also is governed by a GS-like equation,
namely

∇ · [(1/ρ)∇ψ] = ρ[dH̃/dψ − T dS/dψ] − [ρ2/(2µ0)]dF
2/dψ (9.6)

where ψ(x, y) is the compressible stream-function, i.e., ρv = ∇ψ × ẑ, and the streamline
invariants are: the entropy S(ψ) = cv ln(T /ρ(γ−1)); the modified total enthalpy H̃ (ψ) =
h + v2/2 + B2/(µ0ρ); and the frozen-flux invariant F(ψ) = B/ρ. Note that a field-
aligned flow component of the form vz = vz(ψ) has no influence on the force balance and
therefore can be included, at will.

The integration is advanced by inversion of the 5 × 5 matrix equation M ·XT = Y T ,
where the required derivatives are contained in the vector

X = [(∂T /∂y), (∂ρ/∂y), (∂B/∂y), (∂v2/∂y), (∂2ψ/∂y2)] (9.7)

while M and Y contain quantities that are known at each step of the integration (for details,
see Sonnerup et al. [2006]). The system can be easily reduced to size 3 × 3. The matrix
is singular when v2

y = (c2
s + v

2
A), where cs and vA are the local speed of sound and

Alfvén speed, respectively. In other words, singular behaviour occurs when vy reaches the
fast-mode MHD wave speed.

A numerical code for this type of reconstruction has been developed [Hasegawa et al.,
2007b] and benchmarked, both with an exact, axi-symmetric solution of Eqn. 9.6 and with
simulation of a time-evolving Kelvin-Helmholtz vortex. In spite of the time dependence,
as a result of which the streamline invariants are in fact not even nearly constant along
streamlines, the reconstruction is able to well describe the actual instantaneous velocity
field in the vortex. In their paper, Hasegawa et al. [2007b] also applied the technique
to Geotail observations in the low-latitude flank boundary layer, just earthward of the
magnetopause. Streamlines indicating the presence of a chain of vortices were obtained
from the reconstruction.

The experience to date with this kind of reconstruction is limited but indications are
that multi-spacecraft information is needed to find the proper frame of the flow structures
and to determine an optimal invariant direction in situations where the magnetic field is
not completely unidirectional, as, in practice, it essentially never is.

9.4 General two-dimensional MHD structures
Recently, it has been shown that, rather than being restricted to GS-like systems, recon-

struction from single-spacecraft data is in principle possible for any 2-D time-independent
ideal MHD structure [Sonnerup and Teh, 2008]. The magnetic field is again described as
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B(x, y) = ∇A(x, y)× ẑ + Bz(x, y)ẑ, while the velocity field, which is no longer neces-
sarily aligned withB (as it was in Section 9.2), or transverse to it (as it was in Section 9.3),
is described by v(x, y) = (1/ρ)∇ψ(x, y) × ẑ + vz(x, y)ẑ. One streamline invariant still
exits, namely the entropy S(ψ) = cv ln(T /ργ−1. As before, the integration procedure is
expressible in terms of a matrix equation of the form M ·XT = Y T , where the derivatives
needed to advance the integration are contained in the vector

X = [(∂ρ/∂y), (∂p/∂y), (∂vz/∂y), (∂Bz/∂y), (∂
2ψ/∂y2), (∂2A/∂y2)] (9.8)

and the 6 × 6 matrix M, as well as the vector Y , contain only quantities that are known
at each step of the integration. The matrix is invertible, except when the plasma velocity
component vy reaches one of the MHD wave speeds along the y-direction. The advantage
of reconstruction directly from the MHD equations is that it can be applied to situations
where flow effects are important but where no HT frame exists. An example is magnetic-
field reconnection, viewed in the frame of reference in which the reconnection site (the
X-line) is stationary. At locations well away from this site, a good HT frame may exist
so that GS reconstruction with field-aligned flow (Section 9.2) can be used. But the price
paid is that, in such a frame, the X-line moves away, often at a high speed, and also that the
separatrices at the boundaries of a wedge of reconnected field lines appear to be receding
from each other. In other words, the configuration appears time dependent.

For single-spacecraft applications, the orientation and motion of the invariant axis (e.g.,
the X-line in a reconnection event) can in principle be determined from the method de-
scribed in Section 7.3.2. If this method fails, one may need information from more than
one spacecraft in order to find a reliable orientation and motion. One condition to be sat-
isfied, to the extent permitted by the data, is the constancy of the axial electric field (e.g.,
the reconnection electric field) in the proper frame. The measured initial velocities and
magnetic fields (at points along the x-axis) usually are not such as to meet this condition
exactly. Even if the initial axial electric field is constant, the integration procedure in its
simplest form does not strictly enforce the constancy of this field throughout the map. How
to optimally deal with these difficulties may vary from case to case. In some events one
may be able to ’sanitise’ the initial values so that the axial electric field at x=0 becomes
constant. In other events this step may not be practical. In either case, it may be desirable
to introduce nudging toward a constant axial electric field in each step of the integration.

A numerical code to perform the integration has been developed and successfully
benchmarked, using an exact axi-symmetric solution of the ideal MHD equations [see
Sonnerup and Teh, 2008]. Applications to events seen by Cluster and other spacecraft are
underway.

9.5 Discussion
Reconstruction methods of the type discussed in this chapter represent a logical exten-

sion of earlier qualitative or semi-quantitative data interpretation methods. For example,
a bipolar signature in the magnetic-field component along the vector normal to the mag-
netopause, first observed by Russell and Elphic [1978] and referred to as a Flux Transfer
Event (FTE), was initially, and correctly, interpreted in terms of a flux-rope like structure
moving along the magnetopause past the observing spacecraft. Later on, more quantitative
models of flux ropes having circular or elliptical symmetry with certain free parameters
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have been fitted to the observations. A natural further development toward a quantitative
description that contains no assumptions about the cross section of the flux rope is to seek
the aid of various forms of the MHD equations, as is done in the reconstruction methods
described here. A stumbling block is that these methods are mathematically ill-posed:
integration as a spatial initial-value problem, i.e., as a Cauchy problem, is intrinsically
unstable and ultimately causes the solution to be dominated by spurious, rapidly growing
parts. Nevertheless, benchmarking against exact solutions has shown that, by suppress-
ing such parts in each step of the integration, a field of view of substantial width around
the spacecraft trajectory can be gained in which the reconstructions have only small errors
(see the work by Hu and Sonnerup [2003]). For example, magneto-hydrostatic reconstruc-
tions of a set of FTEs [Hasegawa et al., 2006] almost certainly have sufficient accuracy to
unambiguously establish that the FTE signatures were caused by swellings of the magne-
topause layer associated with embedded flux ropes (see Figure 9.1) and not by undulations
associated with surface waves, as has also been proposed.

A difficulty, common to all but the first of the methods described in this chapter, is that
the initial data usually are not fully consistent with the functional representations chosen
for the various field-line or streamline invariants. As long as the deviations are reasonably
small, this problem can be dealt with by making modifications of (’sanitising’) the initial
values of some of the non-invariant quantities appearing in the equations so that they be-
come consistent. The procedure is outlined in the appendix of the paper by Hasegawa
et al. [2007b]. Such corrections may also be made by a nudging process applied in each
step of the integration to assure that the invariants remain strictly invariant. In magneto-
hydrostatic GS reconstruction, these problems do not arise, because, in this case, only the
functional representation of the field-line invariant on the right side of the GS equation,
i.e., the axial current density, enters into the integration; in the other three methods, the
equations also contain various non-conserved coefficients.

A related difficulty associated with the invariants is that, on field lines and/or stream-
lines encountered more than once by the spacecraft on which the map is based, the value
of an invariant may not be the same at all encounters. This is usually an indication of
deviations from the model assumptions of time-independence, and/or two-dimensionality.
For small inconsistencies, one may simply use an average value of the invariant; for more
significant ones, a better map may in some cases be obtained by using more than one
branch of the curve relating the value of the invariant to the corresponding value of the
vector potential or stream function. A suitable criterion for the switch of branches in the
integration must then be adopted.

To use the reconstruction methods, the field and/or flow structures have to be two-
dimensional, or at least have substantial elongation in one direction, and they have to be
approximately time independent in their proper frame. Numerical experimentation us-
ing synthetic data from numerical simulations have indicated that, at least in some cases,
violations of time stationarity present in the initial data [Hasegawa et al., 2007b] still al-
lows reasonably accurate reconstruction of flow (or field) but not the spatial distribution
of various other plasma properties. A similar experiment, using synthetic data from a
numerical simulation of three-dimensional, guide-field reconnection, has shown that the
reconstructed field map again provides a qualitatively correct representation of the actual
instantaneous field distribution in the reconstruction plane, namely, in this particular case,
a circular field pattern indicating a concentration of current perpendicular to the recon-
struction plane. Interpretation of the map in terms of a quasi two-dimensional structure,
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namely a flux rope, is tempting but would be seriously misleading since no such elongated
structure is evident in the actual three-dimensional simulation results [Hasegawa et al.,
2007a].

The reconstruction methods described here are fairly advanced data analysis tools.
How well they work depends on how well the model assumptions are met and how well
the invariant axis and its motion have been determined. Multi-spacecraft information is of
great importance in determining these parameters and in assessing the quality of the re-
construction results. It must be remembered that, once the initial conditions (at y = 0) are
set, the integration will usually produce a map. Whether this map is physically meaningful
or not must be carefully assessed in each individual case. Therefore, these methods are not
suited for mass application. Indeed, the more sophisticated the reconstruction method, the
harder it is to find events for which it is well suited. The simplest and most robust of the
four methods described here is the magneto-hydrostatic GS reconstruction, followed by
GS reconstruction of streamlines in flow perpendicular to a unidirectional magnetic field.

The reconstruction methods have not yet been developed to include effects outside of
ideal MHD (an exception is the case of double-polytropic field-aligned flow [Sonnerup
et al., 2006]. In particular, the Hall effect and the effects of finite resistivity are not in-
cluded, although the general MHD reconstruction described in Section 9.4 can be modi-
fied to include such effects. On the whole, the data analysis tools described here are still in
their infancy. More experience with them, more validation of them to explore their limita-
tions, and perhaps a better integration technique, are all needed. Finally, we note that there
may be other structures in space, in the environment, or in the laboratory, governed by
significantly different physical processes, that can be reconstructed by approaches similar
to those presented here.

Acknowledgement
Writing of this chapter was supported by National Aeronautics and Space Admin-

istration under Cluster Theory Guest Investigator Grant NNG-05-GG26G to Dartmouth
College.

Bibliography
De Keyser, J., Dunlop, M. W., Owen, C. J., Sonnerup, B. U. Ö., Haaland, S. E., Vaivads, A., Paschmann, G.,
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10.1 Introduction
Empirical reconstruction methods attempt to interpret in situ observations of the mag-

netospheric boundary in terms of time-stationary structures that are convected past the
spacecraft. The ever-changing position of the boundary is considered an unknown of the
problem. Once the motion of the boundary is found, empirical reconstruction produces
spatial maps showing how physical quantities vary as a function of position relative to the
boundary. For a planar boundary moving at a constant speed, for instance, the time scale
can be linearly transformed into a distance scale. While useful for short-duration magne-
topause crossings (up to tens of seconds), a more powerful way of establishing boundary
motion over a long time interval (hours, a whole boundary pass) is needed. A pioneering
technique was proposed by Paschmann et al. [1990]. More advanced techniques have been
developed since then. This chapter presents a generalised description of these methods and
discusses their application.

ConsiderK spacecraft whose position xksc (k = 1, . . . , K) in space is given. Spacecraft
k measures the local plasma velocity v(tk,vi ) at times tk,vi identified by the subscript i, and
provides magnetic field dataB(tk,Bi ) at times tk,Bi . Inter-calibrated observations f l(tk,li ) at
sample times tk,li are assumed to be available for a set of l = 1, . . . , L physical variables,
such as plasma component densities or temperatures, magnetic field strength, etc. Not all
the spacecraft have to provide the same types of data. The number of measurements, as
well as their timing, can differ from spacecraft to spacecraft.

10.2 Dimensionality and initial reference frame
The dimensionality of the structure can be determined through minimum variance anal-

ysis of n(tk,Bi ) = B(t
k,B
i )×1B(t

k,B
i )/|B(t

k,B
i )×1B(t

k,B
i )|, where1B(ti) = B(ti+1)−

B(ti−1), i.e., of the local normal direction assuming the boundary is magnetic field aligned
[De Keyser et al., 2002]. The variances σ 2

x , σ 2
y , σ 2

z are sorted in descending order. The min-
imum variance analysis usually gives σ 2

x , σ
2
y � σ 2

z . This reflects one- or two-dimensional
structure, with z typically along the magnetospheric magnetic field; an additional rotation
around z may be needed to point x in the average outward normal direction. The case
σ 2
x ≈ σ

2
y ≈ σ

2
z implies three-dimensional structure. We will consider only the one- and

two-dimensional cases.
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The additional rotation is obtained by trial and error. For each possible rotation, one
can attempt the one-dimensional reconstruction (explained in section 10.3 below). The
rotation angle that leads to the solution with minimal width is preferred. It should be noted
that the results of the more advanced empirical reconstruction methods are not strongly
sensitive to the precise value of this rotation angle.

The (x, y, z) frame differs from the traditional (L,M,N) boundary coordinates in that
it results from a variance analysis of n rather than B, and that it is usually obtained for
a much longer time interval (more than an individual magnetopause crossing), knowing
that the boundary orientation is actually changing in the meantime. In practice, however,
z corresponds more or less to L and, after the aforementioned additional rotation, x and y
correspond to an average N and M .

10.3 One-dimensional reconstruction
In a reference frame moving with the boundary, the apparent temporal variations trans-

late into spatial variations. Given the motion vmpbl(t) of the boundary, its position is

xmpbl(t) =

∫ t

tref

vmpbl(t
′)dt ′ + xmpbl(tref) (10.1)

where xmpbl(tref) defines the boundary position at a reference time tref. One can take the
measured plasma velocity vx to be the boundary velocity vmpbl [Paschmann et al., 1990],
but there are several difficulties with this choice:

• Integrating the oscillatory integrand vmpbl leads to increasingly large relative errors
as the time interval gets longer.

• The plasma velocity equals vmpbl only if the boundary behaves as a planar, incom-
pressible, tangential discontinuity slab.

• The precision of plasma velocity data is limited. Random errors may cancel as the
integration proceeds, but systematic errors add up.

• The plasma velocity time resolution should be sufficient to track the motion of the
boundary, that is, a few seconds or less.

The technique works for short time intervals and if the boundary does not experi-
ence dramatic accelerations. Using multi-spacecraft data effectively reduces the errors
[De Keyser et al., 2004]. Once xmpbl(t) has been found, each measurement f l(tk,li ) can be
associated with the spacecraft’s distance from the boundary x = xksc(t

k,l
i )−xmpbl(t

k,l
i ), i.e.,

the position of the spacecraft in a frame that co-moves with the boundary with vframe =

[vmpbl; 0; 0]. For one-dimensional and time-stationary boundary structure, plotting a quan-
tity as a function of x produces a single-valued relation: its spatial profile.

The difficulties with integrating 10.1 can be partially overcome by adopting an opti-
misation approach in which vmpbl(t) and the spatial profiles of the L physical quantities
are determined so as to optimise the quality of the spatial profile fits, and to minimise
the deviation of the boundary velocity from an observed proxy vx(t) (the x-component
of the plasma bulk velocity, of one or more component velocities, or of the electric drift
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velocity), taking into account the observational errors. De Keyser et al. [2002] have used
the magnetic field and plasma density and temperatures, together with prescribed profile
shapes, to obtain one-dimensional reconstructions that satisfy pressure balance. A more
sophisticated version [De Keyser et al., 2005b] does not impose a specific shape of profile
and works with any set of ‘guiding variables’ (the choice obviously will affect the quality
of the result). The resulting optimisation is a nonlinear least-squares problem with a large
number of free parameters. An effective optimisation strategy has been constructed so as
to limit the computing time [for more details, see De Keyser et al., 2005b]. The resulting
algorithm is able to deal with measurement errors, the limited time resolution of the data,
and occasional data gaps. Data from any number of spacecraft and any type of instrument
can be exploited. An example with Cluster is shown in Figure 10.1. It is interesting to see
the correspondence between density or field variations during boundary crossings and the
position of the spacecraft relative to the computed instantaneous boundary position. Much
of the observed time variability can be explained purely by the effect of boundary motion
and the relative spacecraft positions.

10.4 Two-dimensional reconstruction
A one-dimensional approximation works for surface waves with a small amplitude-to-

wavelength ratio (any boundary deformation can be thought of in terms of surface waves).
If this hypothesis is not justified, two-dimensional empirical reconstruction can be used.
The following choices for the co-moving frame can be considered:

• If there is only a downtail convection of the wave at a constant speed vwave, the frame
velocity is vframe = [0; vwave; 0]. Plotting the observations along the spacecraft
trajectory with x = xsc(t) and y = ysc(t) − vwave(t − t0) is of limited use in
the single-spacecraft context because it provides only a single transect through the
structure. The situation is much more interesting with several spacecraft since the
availability of several transects allows one to develop a two-dimensional picture of
the observed structure.

• If there are periodic surface waves with period T , superposition of the data for
several wave periods by taking y = ysc + vwavemod(t − t0, T ) may produce a
detailed picture (multiple transects), even in the single-spacecraft case. (The modulo
function mod(t, T ) denotes the remainder of the division of t by T ; for a linearly
increasing first argument this produces a sawtooth function with period T .)

• A global, non-periodic, low frequency in/out motion of the boundary on which the
periodic waves are superposed can be accounted for by computing xmpbl(t) and
checking how the position changes from period to period: At instants t0 + mT ,
wherem = 0, . . . , N counts the number of periods, the wave is in the same phase so
that the frame velocity in x can be taken as vmpbl,lf(t) = dxmpbl,lf/dt , where xmpbl,lf
is the piecewise linear interpolant of xmpbl at the times t0+mT , the piecewise linear
curve connecting the points (t0+mT, xmpbl(t0+mT )) form = 0, . . . , N [De Keyser
and Roth, 2003].

One can then determine where each measurement was made in the two-dimensional co-
moving frame. In general, the measurement points are irregularly distributed over xy
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Figure 10.1: Empirical 1-D reconstruction for an outbound magnetospheric boundary pass
by Cluster on June 6, 2001, 01:10–03:30 UT, computed with a time resolution of 20 s, us-
ing v⊥x from C1 and C3 as boundary motion proxy, with electron density ne and magnetic
field Bz as guiding variables. Top panels: Time profiles of electron density observations
(PEACE, C1–C4); ne predictions from the reconstruction (C1–C4); magnetic field strength
observations (FGM, C1–C4); |B| predictions (C1–C4); plasma velocity magnitude ob-
servations (CIS/HIA, C1 and C3); |v| predictions (C1–C4); boundary motion proxy v⊥x
(C1 and C3) and reconstructed velocity vmpbl; and finally reconstructed boundary position
xmpbl and spacecraft trajectories (C1–C4, with C1, C2, and C4 close together). Bottom
panels: Predicted spatial profiles of electron density (C1–C4), magnetic field (C1–C4),
and plasma velocity (C1 and C3). After Figure 5 in De Keyser et al. [2005b].
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space. They can be supplemented by imposing constant magnetospheric and magne-
tosheath values. Smoothing and/or interpolating this set of data points leads to two-
dimensional spatial profiles [De Keyser and Roth, 2003]. Multi-spacecraft data result in a
better coverage of the structure in the two-dimensional spatial domain, producing corre-
spondingly better reconstructions, at least if the spacecraft separations are not too small.

Empirical reconstruction methods cannot deal with transient structures. For surface
waves, this can be overcome by moving along with the wave, as discussed above. For
other convecting two-dimensional structures, such as FTEs, the same approach can be
used. This requires that the FTE propagation speed would be used instead of the wave
speed. Of course, there is no periodicity that one can benefit from. In the presence of such
structures, one could question whether the locally measured velocity can serve as a good
boundary motion proxy, although the more sophisticated methods might overcome this.

10.5 Discussion
Empirical reconstruction techniques for determining the structure of the magnetopause

and low-latitude boundary layer are very recent [for a review, see De Keyser, 2006]. While
useful in the single-spacecraft context, they are especially promising for multi-spacecraft
observations. The number of published applications is very limited.

For short time intervals and with an accurate boundary velocity proxy, one-dimensional
empirical reconstruction methods produce detailed spatial profiles that reveal the struc-
ture of the magnetospheric boundary, e.g., substructure in the low-latitude boundary layer
[De Keyser et al., 2005a, p. 306–307], as well as the thickness of the magnetopause and
of the low-latitude boundary layer. They can also track boundary motion over an extended
time period (with an inaccurate proxy, sometimes at the cost of enforcing some smoothness
on the spatial profiles), and thereby permit:

• verification of the extent to which boundary motion alone can explain the observed
time variability without having to invoke specific time-dependent (energy or plasma
transfer) processes at the magnetopause [De Keyser et al., 2002, 2005b];

• assessment of the relation between boundary motion and solar wind pressure. The
statistical correlation between both, measured at discrete times (magnetopause cross-
ings), is based on pressure balance considerations and has been used to create empir-
ical models of magnetopause position [Sibeck et al., 1991]. Knowing the boundary
position as a continuous function of time allows this correlation to be studied in
more detail [De Keyser et al., 2006].

Two-dimensional reconstruction provides the geometry of surface waves [De Keyser
and Roth, 2003; De Keyser et al., 2004] on the magnetopause and/or on the inner edge of
the low-latitude boundary layer, including wave amplitudes and wavelengths, which are
fundamental to understanding the undulating boundary [Sckopke et al., 1981]. Another
topic is the possibly non-sinusoidal shape of boundary waves caused by their nonlinear
evolution [Sibeck, 1990; Chen and Kivelson, 1993; Chen et al., 1993; Hasegawa et al.,
2004]. The technique may also provide the correct interpretation of magnetopause signa-
tures that can point either to surface waves or to other structures (e.g. flux transfer events),
especially when multi-spacecraft data are available [Sibeck, 1992; Song et al., 1994; Sibeck
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et al., 2000; De Keyser et al., 2001]. If the technique doesn’t work well in spite of detailed
measurements, the underlying assumption of a surface wave must be rejected.

In summary, empirical reconstruction methods compensate for the motion of the mag-
netospheric boundary for extended periods of time and produce a global picture of all
multi-spacecraft, multi-channel data acquired during a boundary pass.

Software implementation
Matlab software to implement these methods is available at http://www.spaceweather.

eu/en/software/mim.
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