Space-based remote sensing of atmospheric aerosols: The multi-angle spectro-polarimetric frontier
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Abstract

The review of optical instrumentation, forward modeling, and inverse problem solution for the polarimetric aerosol remote sensing from space is presented. The special emphasis is given to the description of current airborne and satellite imaging polarimeters and also to modern satellite aerosol retrieval algorithms based on the measurements of the Stokes vector of reflected solar light as detected on a satellite. Various underlying surface reflectance models are discussed and evaluated.
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1. Introduction

Atmospheric aerosols are composed of solid and liquid particles suspended in air (Seinfeld and Pandis, 2006; Kokhanovsky, 2008). They have profound influences on climate, clouds, precipitation, atmospheric chemistry, atmospheric visibility, and human health, motivating an urgent need to understand their global and local properties (Boucher et al., 2013). In particular, parameters such as the aerosol layer height; particle size, shape, and internal structure; chemical composition; and concentration must be studied in both space and time, taking into account that aerosol concentrations and properties are dynamic due to chemical reactions and coagulation, dispersal by wind, removal by clouds and precipitation, and deposition upon the underlying surfaces. Most particles are spherical in shape but nonspherical particles (e.g., irregularly shaped dust grains) are also often present in large numbers. Liquid films or ice, depending on temperature and humidity, can cover solid particles. Some liquid particles are internally inhomogeneous or also covered by thin films or even have other particles (like soot) attached to their surfaces. The classical example is a dissolved salt crystal with higher concentration of salt at the nucleus with outer layer composed of almost pure water.

Aerosols have been extensively studied in situ using ground-based, airborne and ship-borne instrumentation. However, only remote sensing methods can ensure global or even regional coverage. Remote observations of aerosols have been conducted from all of the above platforms, plus satellites. Because the diameters of most particles suspended in the atmosphere are comparable to the wavelength of visible light, optical instruments (radiometers, spectrometers, polarimeters, and imagers) are the most suitable for retrieving their properties. In this paper we review modern methods of atmospheric aerosol studies using spaceborne multi-angular spectropolarimeters. By comparison with traditional instrumentation (e.g., radiometers), the amount of raw data provided by such measurements is very high, easily reaching 100 to 400 measurements (that is, components of the Stokes vector for several observation directions and wavelengths) for a given satellite pixel. This abundance of new data is bound to increase the accuracy of retrievals of aerosol properties but requires the development of quite complex instruments. Moreover, the software for modeling of optical signals as detected by a satellite, together with corresponding retrieval procedures, need to be at par with the advanced instrumentation. Validation of the retrieved satellite products is of great importance to ensure accurate inferences of aerosol impacts and correction for any biases through refinement of either the instrumentation or retrieval algorithms.

In this paper, we review the major steps related to the development of comprehensive polarimetric instrumentation as well as physics-based processing software for the monitoring of atmospheric aerosol properties, which include aerosol optical thickness, height, concentration, size/shape of particles, and chemical composition (aerosol type). The next section is devoted to the review of modern polarimetric instrumentation. Section 3 is aimed at the description of the forward physics-based models for remote sensing signals based on the theory of vector radiative transfer in vertically inhomogeneous atmospheres. The possible horizontal inhomogeneity of the atmosphere or surface, hence 3D and adjacency effects such as aerosol illumination by light from neighboring clouds or snow fields, is ignored (but briefly discussed in the concluding section). This is an important simplification, potentially leading to biases in the retrieved aerosol properties (Nikolaeva et al., 2005; Kokhanovsky et al., 2010a). The optical models for scattering by individual aerosols are also discussed in this section while parametric representations of underlying reflective surfaces are described in an Appendix section. Section 3 and Appendix A contain respectively a few new computations and measurements, to better illustrate the topics. Section 4 is devoted to the methodology used to retrieve aerosol properties from remote sensing observations, given the forward model. In Section 5, we discuss an emerging passive technology for uncovering the vertical profile of the aerosol, at least coarsely, which uses an interesting spectral feature of the oxygen molecule, the so-called “A-band.” Finally, we offer our conclusions and outlook on satellite remote sensing of aerosols in the closing Section 6.

2. Instrumentation

In the following section we describe the various polarimetric remote sensing instruments that have, will, or are designed to fly on satellites.
We include satellite instruments for observing the other planets, as well as the Earth, because the earliest example of accurate polarimetric remote sensing of a planetary atmosphere from a satellite was provided by the Pioneer spacecraft observations of Jupiter. The descriptions of instruments are separated into those instruments that use only polarizers and those that use both retarders and polarizers to analyze the incident radiation into its Stokes vector components \( \vec{I} = (I, Q, U, V) \). The Stokes vector is made up of \( I \), which is a measure of the intensity of the light; \( Q \) and \( U \), which define the magnitude and orientation of the linearly polarized fraction of the light; and \( V \), which is a measure of the magnitude and helicity of the circular polarization (van de Hulst, 1980). We note that the degree of circular polarization of light reflected by clouds and aerosols is typically very small (~10\(^{-4}\)) and not generally measured by Earth observing sensors. Its small magnitude is however diagnostic of the type of planetary atmosphere being observed (cf. Hansen, 1971a,b).

2.1. Analysis using polarizers

The Stokes parameters \( I, Q \) and \( U \) that define the state of linear polarization of light can be measured using a detector that is sensitive only to the intensity by first transforming the incident beam of light using a polarizer to analyze the polarization state. The intensity that is observed by such a detector is then given by the expression,

\[
I_{\text{obs}}(\theta) = \frac{1}{2} (I + Q \cos 2\theta + U \sin 2\theta), \tag{2.1}
\]

where \( \theta \) is the angle of rotation of the polarizer with respect to a predefined plane. By making such intensity observations with at least three suitably chosen polarizer orientations, \( I, Q \) and \( U \), can be determined. The following remote sensing instruments make use of such a technique in somewhat different ways.

2.1.1. Spatial separation of polarization components

The use of a Wollaston prism that splits light into angularly separated orthogonal polarization components is one of the oldest methods for the accurate measurement of polarization. It was first introduced for this purpose by Lyot (1929) at the Observatory of Meudon and demonstrated unequivocally that the sunlight reflected by the planets was polarized. Satellite instruments that used the same polarization analysis technique were the Imaging Photopolarimeters on Pioneer 10 and 11 (Pellicori et al., 1973) that observed Jupiter and Saturn; the Orbiter Cloud Photopolarimeter (OCPP) on Pioneer Venus (Russell et al., 1977); and the Photopolarimeter Radiometer (PPR) on the Galileo satellite that orbited Jupiter (Russell et al., 1992). In all of these instruments a relay telescope defined a fixed field of view, with the light then passing through filters in a rotating wheel before passing through a Wollaston prism that served as a polarization beam splitter. Of particular note for this paper is the fact that the linear polarization data obtained by the OCPP experiment confirmed that the visible clouds at low and mid-latitudes on Venus were composed predominantly of 1 \( \mu \)m radius \( \mathrm{H}_2\mathrm{SO}_4 \) droplets, an identification made previously using Earth-based observations (Hansen and Hovenier, 1974). In addition, it was found that within and extending above the main visible cloud was an extensive haze with a refractive index of 1.45 \( \pm \) 0.04 at 550 nm, an effective radius of 0.23 \( \pm \) 0.04 \( \mu \)m, and an effective variance of 0.18 \( \pm \) 0.1 (Knollenberg et al., 1980). Therefore, the detailed retrieval of aerosols above clouds on Venus have been provided by the polarimetric measurements in 1980 in contrast with much more recent developments for remote sensing of the Earth (Knobelspiesse et al., 2014).

One reason that instruments similar to the planetary polarimeters noted above have not been used for Earth observations is that the spatial scales over which clouds and aerosols vary is much smaller (~1 to ~10 km) for the Earth, which limits the ability of instruments with a fixed field of view to observe a particular scene from multiple angles.
4-year intervals. Thus, the total observation period is at least 13 years from GCOM-C1 to -C3. The GCOM series is a component of the long-term Global Earth Observation System of Systems (GEOSS). The second generation global imager (S-GLI) will be included in the GCOM-C payloads. The S-GLI is an imaging sensor with observational characteristics similar to MODIS on Terra and Aqua for understanding of Earth’s environment (Imaoka et al., 2010).

The S-GLI incorporates 18 spectral channels to measure Earth’s reflectance from near-ultraviolet to near-infrared wavelengths and thermal emission in the infrared region. Although multi-spectral information provides useful aerosol constraints, accurate retrievals require multi-angular observations of both intensity and polarization characteristics of reflected solar light. Therefore, the S-GLI has two outstanding features with respect to aerosol observations. The first is polarization measurements at 673.5 and 868.5 nm. The Stokes parameters ($I$, $Q$, $U$) are obtained from measurements at three different linear polarization angles, which are the same as in the Polarization and Directionality of Earth Reflectance (POLDER) instrument system, i.e., $0^\circ$, $60^\circ$, and $120^\circ$ (Deschamps et al., 1994). The IFOV (instantaneous field of view) of the polarization channels is $1 \, \text{km} \times 1 \, \text{km}$ (Imaoka et al., 2010). This is much smaller than POLDER’s $6 \, \text{km} \times 7 \, \text{km}$ footprints (Deschamps et al., 1994). In addition, the IFOV of S-GLI is $250 \, \text{m} \times 250 \, \text{m}$ in the non-polarimetric channels. Combination of this fine resolution information with polarization enables correction for broken clouds. Moreover, polarization observations are taken at along-track view angles of $+45^\circ$ or $-45^\circ$ in order to observe the middle scattering direction (from $80^\circ$ to $120^\circ$). The measurement performed at $380 \, \text{nm}$ wavelength available at S-GLI is the second novel feature for aerosol retrievals because most underlying surfaces (except snow and ice) are dark in the UV. The near-UV channel can be used to estimate aerosol absorption effects because many aerosol types (including dust and smoke) have increased absorption in the UV region of the electromagnetic spectrum.

2.1.3. Sequential measurement of polarization components

The POLDER instrument uses sequential measurements with polarizers in different orientations to measure the linear polarization of light reflected by the Earth. This instrument has flown on ADEOS-1, ADEOS-2 and most recently on PAROS. Since the PARASOL mission was the longest in which a POLDER instrument was flown, and was part of the A-Train (L’Ecuyer and Jiang, 2010), the POLDER configuration used for that mission is described here. POLDER (Deschamps et al., 1994) is a digital camera with a $274 \times 242$-pixel silicon CCD detector array, wide-field telecentric optics and a rotating filter wheel enabling measurements in 9 spectral channels from blue to near infrared (0.445, 0.492, 0.564, 0.670, 0.763, 0.861, 0.907 and 1.020 μm) where there are two filters with 10 and 40 nm widths in the oxygen A-band at 0.763 μm. The spectral bands have widths of 20 nm except at 0.861 μm, where the bandwidth is 40 nm in order to provide a high signal to noise ratio. In the spectral bands at 0.490 μm, 0.670 μm and 0.865 μm there are polarizers in directions of $0^\circ$, $60^\circ$ and $120^\circ$ that are used to provide estimates of the Stokes parameters $I$, $Q$ and $U$. These sequential polarization measurements are motion compensated by wedge prisms in order to reduce “false” polarization that is caused by intensity variations between successive polarization positions. As it acquires a sequence of images every 20 s, the instrument can view ground targets from different angles between $\pm 51^\circ$ along track, with a cross-track FOV of $\pm 43^\circ$.

The POLDER instrument has demonstrated that its combination of multi-spectral, polarization and multi-angle observations has considerable capability for retrieving aerosol properties (Dubovik et al., 2011; Hasekamp et al., 2011; Waquet et al., 2013). The Multi-spectral, Multi-directional Multi-polarization Instrument (3MI) is a planned successor to POLDER (Biron et al., 2013; Marbach et al., 2013). 3MI will be similar to POLDER in its use of wide-field, telecentric optics and a filter wheel for spectral and polarimetric analysis. However, it will have expanded spatial coverage (100.44” along and cross-track), higher spatial resolution of 4 km at nadir, and an expanded spectral range (0.41–2.13 μm) with more spectral bands having polarization measurements. While 3MI has not been built yet and the exact spectral band specifications may change it is expected to have a similar number and spectral range as RSP/APS for the bands that measure polarization. In addition, it will include the unpolarized observations in the oxygen “A” and water vapor bands that were used on POLDER.

A new airborne Directional Polarimetric Camera (DPC) with high spatial resolution (4 m at 4000 m a.g.l.) has been developed (Cheng et al., 2011; Xie et al., 2013) to retrieve the aerosol optical properties. The DPC is an experimental airborne instrument focused on monitoring aerosol pollution over cities. The DPC instrument is a wide field of view radiometer designed to measure the polarization and directionality of the solar radiation reflected by the Earth–atmosphere system in the visible and near infrared spectrum. It is a POLDER-type polarized camera with a significantly better spatial resolution (nadir pixel size: 4 m x 4 m at 4000 m cruising level) for monitoring aerosol emission sources in cities. The DPC instrument is a CCD camera that covers the spectral range of 400 to 900 nm with the three polarized spectral bands (490 nm, 665 nm, and 865 nm). Each polarized band is equipped with a set of three linear polarizers with polarization azimuths separated by an angle of 60°. This configuration allows the angle of polarization and the linear polarization radiance to be determined.

2.1.4. Spatial splitting of focal plane images and subsequent polarimetric analysis

The Philips prism has been widely used in television cameras to split the focal plane images into three parts that are then analyzed to provide red, green and blue images for broadcast. If care is taken in the design of the coatings for such a prism it can also be used to provide three identical images that can then be analyzed using polarizers in three orientations (e.g., $0^\circ$, $45^\circ$ and $90^\circ$). This allows the Stokes parameters $I$, $Q$ and $U$ to be determined simultaneously, with the potential to eliminate “false” polarization and achieve high polarimetric accuracy with no moving parts. Such an approach has been taken in the HyperAngular Rainbow Polarimeter (HARP) that is being built for launch on a CubeSat in early 2015. Similar measurements have been obtained from an airborne prototype called the Rainbow Polarimetric Imager (RPI).

The Passive Aerosol & Clouds Suite Polarimeter (PACS) is a new hyper-angular imaging polarimeter for aerosol and cloud measurements designed to meet the requirements of the proposed Aerosol-Cloud-Environment (ACE) decadal survey mission. The full PACS system consists of three wide field of view (110° cross track) telescopes covering the UV, VNR, and SWIR spectral ranges with angular coverage between $+55^\circ$ forward and $-55^\circ$ backwards. The angular density can be selected to cover up to 100 different viewing angles at selected wavelengths. PACS_VNR is a prototype airborne instrument designed to demonstrate PACS capability by deploying just one of the three wavelength modules of the full PACS. With wavelengths at 470, 550, 675, 760 and 875 nm, PACS_VNR flew for the first time during the PODEX experiment in January/February 2013 aboard the NASA ER-2 aircraft. PACS SWIR (1.64, 1.88, 2.1, and 2.25 μm) is currently under construction and should be operational soon. PACS_UV has been fully designed, but is not yet under construction. During the PODEX flights PACS_VNR collected data for aerosol and clouds over variable surface types including, water, vegetation, urban areas, and snow. The data is currently being calibrated, geolocated and prepared for the inversion of geophysical parameters including water cloud size distribution and aerosol microphysical parameters (http://userpages.umbc.edu/~martins/laco/projects.html). These instruments combine a wide-field of view lens with a Phillips prism to split the focal plane image into three identical images, linear polarizers at $0^\circ$, $45^\circ$ and $90^\circ$ in front of each focal plane and wavelength separation by interference filters on the focal plane array. The spectral bands that are available in the HARP/RPI sensors are 410, 550 and 660 or 750 nm. The multi-angle looks are acquired in the same way as POLDER, by taking multiple overlapping images with a particular pixel on the ground being viewed from multiple angles.
2.2. Analysis using polarizers and retarders

An alternative to using polarizers in multiple positions or polarizing beam splitters to measure the Stokes parameters $I$, $Q$, and $U$ is to encode the polarization state into temporal, or spectral variations in the intensity using retarders. This approach has the advantage that it can eliminate, or substantially reduce “false” polarization. In Eq. (2.2) we show how the intensity of a detector behaves when it observes a scene through a polarizer with a circular retarder (Chipman, 1994) in front of it:

$$I_{\text{obs}}(t, \lambda) = \frac{1}{2} \left( I + Q \cos(\delta(t, \lambda)) + U \sin(\delta(t, \lambda)) \right). \tag{2.2}$$

Here $\delta(t, \lambda)$ is the, possibly time varying, retardance and $\lambda$ is the wavelength of light. If the retardance is large then the intensity will have significant variations with wavelength that will have the magnitudes of $Q$ and $U$ encoded in them. If the retardance is moderate, but time varying, then the intensity will vary in time in a manner that can be analyzed to determine the magnitudes of $Q$ and $U$. In the following we describe systems that use these two different types of encoding of the polarization signal.

2.2.1. Polarimetric modulation of the spectrum

The original approach to spectral modulation to encode the Stokes vector into an intensity measurement was presented by Ok and Kato (1999) and implemented in an airborne instrument called the HyperSpectral Polarimeter for Aerosol Retrievals (HySPAR) by Jones et al. (2004). In this method a system of polarization analysis optics is inserted between the scene being viewed and an imaging spectrometer. These polarization analysis systems have the advantage, for implementation in a remote sensing system, that they have no moving parts. The way that they work is by imposing a variation on the incident spectrum that is rapid (hyperspectral) compared with the spectral variations of atmospheric aerosol and molecular scattering. This rapid variation depends on the Stokes vector and in the HySPAR instrument allowed the circular polarization as well as the intensity and state of linear polarization to be determined, at the expense of having to analyze three different sinusoidal variations with wavelength that will have the magnitudes of $Q$ and $U$ encoded in them. The method uses spectral analysis in the determination of the retardance, at the expense of having to analyze three different sinusoidal variations with wavelength that will have the magnitudes of $Q$ and $U$ encoded in them. If the retardance is moderate, but time varying, then the intensity will vary in time in a manner that can be analyzed to determine the magnitudes of $Q$ and $U$. In the following we describe systems that use these two different types of encoding of the polarization signal.

2.2.2. Polarimetric modulation of time domain signal

In astronomical applications it is feasible to use a photo-elastic modulator (PEM) to generate high speed variations in the retardance as a function of time, $\delta(t)$, in Eq. (2.2) that are then demodulated at the resonant frequency (typically between 10 and 100 kHz) and harmonics of the PEM in order to determine $Q$ and $U$ using the different phase and harmonic content of their modulation (Povel et al., 1990; Keller, 2001). For Earth remote sensing applications this is an extremely high speed at which to operate a focal plane given that the frame rate of a pushbroom imager with a resolution of hundreds of meters in low Earth orbit is expected to be on the order of tens of milliseconds. An ingenious approach to imaging polarimetry for Earth viewing satellite applications has therefore been proposed in which a pair of PEMs are used as the source of retardance modulation, between a pair of crossed quarter wave plates, with the analysis of the signal being performed at the beat frequency $\omega_b$ (Diner et al., 2007). In this method analyzers oriented at 0° (0) and 45° (45°) are used to provide estimates of $I$, $Q$, and $U$ as indicated in the following equations:

$$I_{\text{obs}}(t, \lambda) = \frac{1}{2} \left( I + Q J_0(2\delta \cos(\omega_b t - \eta)) \right),$$

$$I_{\text{obs}}(t, \lambda) = \frac{1}{2} \left( I + U J_0(2\delta \cos(\omega_b t - \eta)) \right), \tag{2.3}$$

where $\delta$ is the average of the peak retardance of the two PEMs, $\eta$ is a phase term, and $J_0$ is the 0th order Bessel function. “False” polarization using this measurement approach is expected to be a weak effect since only temporal variations in the scene that are similar to the terms modulating $Q$ and $U$ will alias into those elements. A more complete scene model than shown in Eq. (2.3) allows for linear variation of $I$, $Q$, and $U$ during the beat period (Diner et al., 2007, 2011).

This polarimetric concept has been implemented as an imaging polarimeter, the Airborne Multiangule SpectroPolarimetric Imager (AirMSPI), in which a pushbroom camera provides cross-track coverage with the different spectral bands and polarization state measurements extending in the along-track direction. The AirMSPI spectral bands are centered at 355, 380, 445, 470P, 555, 660P, 865P, and 935 nm where bands for which the state of linear polarization is measured are noted by a “P”. AirMSPI’s camera has an effective focal length of 29 mm and a cross-track field of view of ±15° with light being brought to a focus using a three-mirror f/5.6 anastigmatic, telecentric system (Diner et al., 2013). The mirrors in the system have low diattenuation and retardance and high reflectance, minimizing instrumental polarization that might be created by the camera before the polarization analysis. For operation on the NASA ER-2 AirMSPI is mounted on a gimbal in order to provide multiple viewing directions for a particular scene. Selected characteristics of AirMSPI together with those for other polarimeters are summarized in Table 2.1. A photo of the instrument is given in Fig. 2.1 and example image measurements are shown in Fig. 2.2.

The MSPI team is currently developing a second-generation instrument, AirMSPI-2, with spectral bands located at 365, 385, 445P, 540, 645P, 751, 763, 865P, 945, 1620P, 1885, and 2185P nm, where “P” means the degree of linear polarization (DOLP); $P = \sqrt{Q^2 + U^2}/I$. A SPEX system with a spectral range of 0.4–1.6 μm is planned for an Earth observing mission. This spectral range will be covered using a visible and a shortwave infrared version of SPEX, with an average spectral resolution of the polarization state of 20 nm (or 60 nm, depending on the implementation) in the visible and 80 nm in the shortwave infrared. The spectral resolution of the radiance will be typically a factor of 5 or more better, in order to adequately sample the spectral modulation pattern. A new design includes a modular version of SPEX with one opto-mechanical unit and detector per viewpoint and a 30° swath. The goal for the polarimetric accuracy is 0.001 + 0.005 × $P$.
that the first 3 components of the Stokes vector are measured. AirMSPI-2 is a prototype for future UV-to-SWIR spaceflight versions of MSPI.

### 3. Forward modeling of remote sensing signals

#### 3.1. The computational challenge of predictive sensor signal modeling

At the core of a physics-based retrieval algorithm to infer aerosol properties is a forward model that predicts the signals measured by sensors, be they ground-based, shipborne, airborne, or in space. This model will depend on individual particle optics, a microphysical description of the aerosol population, as well as macroscale parameters that describe the atmosphere as a whole and the underlying surface. Most importantly, it must capture the radiation transport physics that moves sunlight from its source to various sinks in the atmosphere/surface system, and to light-measuring devices wherever they may be. The purpose of a forward model for remote sensing signals is to map a set of $m$ aerosol (and possibly surface) properties formally represented by a "state" vector $\mathbf{x}$ to values of an $M$-dimensional vector $\mathbf{y}$ that contains all the observations to be used in the retrieval. In mathematical shorthand, we have

$$\mathbf{y} = \mathbf{F}(\mathbf{x}) + \mathbf{\epsilon}. \quad (3.1)$$

where $\mathbf{\epsilon}$ is instrument noise and, if it is known, the random (as opposed to systematic) part of forward model error.
In this section, we examine the physical nature of this forward model while the next section is devoted to its inversion, which is to derive $x$ from $y$, generally with some ancillary information and/or applicable constraints to help the convergence of the algorithm that searches $x$-space for a good fit of the observations with $y$.

Computational models in general, and forward remote sensing models in particular, must be evaluated along the three entangled dimensions of accuracy/precision, efficiency, and fidelity. Accuracy and precision are quantified by Verification procedures such as benchmarking or model inter-comparison exercises, as illustrated further on. Following Roache (1998), the key question is: Are we solving the equations right? Conceptually, efficiency is just a matter of computer time required to get the answer. Accuracy/precision and efficiency are obviously both desirable attributes for the forward model in an atmospheric remote sensing algorithm since the inversion procedure will likely call for iterative evaluations of $F(x)$. However, they are generally conflicting goals. A balance or compromise must therefore be sought. Moreover, this necessary tradeoff only makes sense at a given level of forward model fidelity, which describes how well it represents the real world. Fidelity is not as straightforward to quantify as accuracy or efficiency. The total number of parameters in the model, which must be $\geq m$, the dimension of $x$, or its “degrees of freedom,” comes to mind. At any rate, this opens the key question of Validation—the other “V” in “V&V.” Roache (1998) now asks: Are we solving the right equations?

A computational model’s validation normally calls for direct comparison of its prediction with real-world observations, always bearing in mind its intended purposes. Without this essentially programmatic input, there is no objective criterion for certifying a model as “good enough.” In the present context of atmospheric optics and aerosol remote sensing, this is tantamount to asking about whether the retrieved aerosol properties agree well enough with some “truth” about them collected either in situ or by some other (presumably well-established) remote sensing technique. NASA’s ground-based AERosol ROBotic NETwork or “AERONET” (Holben et al, 1998) is a popular source of validation data. In situ aerosol characterization is highly desirable as well, but the sampling (at a surface location or along an aircraft flight track) is necessarily very sparse while scattered and reflected radiances integrate over large areas and volumes.

Model fidelity should thus be held constant (in principle, at a level determined by the demands of the application) in any meaningful accuracy-versus-efficiency tradeoff study. A sensible requirement for model accuracy and precision is that it solves the forward signal prediction problem in Eq. (3.1) to within the sensor’s noise level over the expected range of input parameters, $x$. A sensible requirement for
efficiency is to enable the inverse problem solution—formally (if the inverse problem solution exists for a given set of measurements), \( x = F^{-1}(y) \)—to execute fast enough for the application. That criterion will be different for processing a whole mission worth of data and for a case study (e.g., focused on some field campaign). A sensible requirement for fidelity is that all the key parametric sensitivities of the signal, i.e., effects that are not overwhelmed by instrument noise, are represented in the set of input parameters, some or all of which are contained in \( x \).

There are two distinct stages in the prediction of \( y \) based on \( F(x) \) for a given \( x \) and a specified observational sampling. At both stages, the forward signal modeler must necessarily make assumptions that we will lay out as clearly as possible since these assumptions are liabilities (contributions to “forward model error”) in the retrieval. The first stage is to convert physico-chemical attributes of the aerosol particulates into optical properties. In turn, this translation task has particle-level and microphysical aspects. At the end of this procedure, we know how light interacts (by scattering or absorption) with an aerosol population characterized by a handful of parameters that will become targets for determination by remote sensing. In the second stage, this local information is ingested into a radiation transport (RT) model accounting for all orders of scattering and reflection. This extends the predictive capability to the macroscopic scales where it is needed; the thickness of the whole atmosphere as well as any vertical variations in optical properties and, if necessary, scales of horizontal variability must be considered.

3.2. Single scattering, absorption and extinction of light by atmospheric aerosol particles

A particle’s chemical make-up translates to a complex index of refraction, denoted by \( n \), which is expected to vary with wavelength. However, we must ask: Is the particle of interest chemically homogeneous? If so, we can proceed. If not, one should first account for the so-called “internal” mixture of materials in a single aerosol particle (e.g., Lesins et al., 2002) or use general solutions of Maxwell theory for inhomogeneous scatterers (Babenko et al., 2003). A natural approach to the internal mixing problem may not always be feasible so the structural details of the mixture. However, the homogenization approach to the internal mixing problem may not always be feasible at the required level of accuracy. Assuming it is, we now have a value for \( n \), and we must next define the particle’s outer shape.

Here, the default assumption is a sphere of radius \( r \). Often this is a gross misrepresentation of particle shape: smoke particle clusters near sources, dust grains, pollen, and sea salt crystals are just a few examples. That said, a spheroidal or spherical shape might be a reasonable geometric optics, leading to a light beam \( I(\mathbf{\Omega}_0) \) coming in from direction \( \mathbf{\Omega}_0 \). However, we must ask: Is the particle of interest chemically homogenous? If so, we can proceed. If not, one should approach the internal mixing problem may not always be feasible at the required level of accuracy. Assuming it is, we now have a value for \( n \), and we must next define the particle’s outer shape.

A sensible requirement for fidelity is that all the key parametric sensitivities of the signal, i.e., effects that are not overwhelmed by instrument noise, are represented in the set of input parameters, some or all of which are contained in \( x \).

\[
\delta I = -N \mathbf{K}(r, \lambda, n_s) \partial \mathbf{\Omega}.
\]

where \( \partial \mathbf{\Omega} \) is a change in the Stokes vector \( \mathbf{I} = [I, Q, U, V]^T \) (where superscript \( T \) means transpose) as it crosses a small distance \( \partial \mathbf{\Omega} \) in the optical medium and \( N \) is the density of a monodisperse population of particles of radius \( r \). For spherical particles made of a material that is not optically active, we have \( \mathbf{K}(r, \lambda, n_s) = C_s(r, \lambda, n_s) \mathbf{I} \), where \( \mathbf{I} \) is the unitary diagonal matrix and \( C_s(r, \lambda, n_s) \) is the extinction cross-section, typically expressed in \( \text{m}^2 \). The latter quantity is conventionally expressed as \( C_s(r, \lambda, n_s) = \pi r^2 Q_s(x, n_s) \), where \( Q_s(x, n_s) \) is a non-dimensional “efficiency factor” for extinction of light dependent only on \( n_s \) and the so-called “size parameter” \( x_s = 2\pi r / \lambda \).

In this review, we focus on the solar spectrum where the wavelength ranges from \( \approx 300 \text{ nm} \) in the UV to \( \approx 3000 \text{ nm} \) in the SWIR. Particle size \( r \) has a larger range, from a few nm to 100 \( \mu \text{m} \). This means that \( x \) can vary over 5 orders of magnitude, which creates a computational challenge. By contrast, the range for \( n_s \) is modest (\( \approx 1.3 \) to \( \approx 1.7 \)) but \( n_s \) can range from \( 0^\circ \) to a finite \( O(1) \) value in the most absorbing materials.

Another outcome of a detailed Lorenz–Mie scattering computation is the a priori complete \( 4 \times 4 \) matrix of differential cross-sections \( \mathbf{Z}(\theta_e, \lambda, n_s) \) in

\[
\delta \mathbf{I}(\mathbf{\Omega}_1) = N \mathbf{Z}(\theta_e, \lambda, n_s) \delta \mathbf{I}(\mathbf{\Omega}_0) \delta \mathbf{\Omega}_1, \tag{3.3}
\]

where \( \mathbf{I}(\mathbf{\Omega}_0) \) is the Stokes vector of light beam scattered into a small element of solid angle \( \partial \mathbf{\Omega} \) around direction \( \mathbf{\Omega}_0 \). However, we must ask: Is the particle of interest chemically homogenous? If so, we can proceed. If not, one should approach the internal mixing problem may not always be feasible at the required level of accuracy. Assuming it is, we now have a value for \( n \), and we must next define the particle’s outer shape.

Here, the default assumption is a sphere of radius \( r \). Often this is a gross misrepresentation of particle shape: smoke particle clusters near sources, dust grains, pollen, and sea salt crystals are just a few examples. That said, a spheroidal or spherical shape might be a reasonable geometric optics, leading to a light beam \( I(\mathbf{\Omega}_0) \) coming in from direction \( \mathbf{\Omega}_0 \). However, we must ask: Is the particle of interest chemically homogenous? If so, we can proceed. If not, one should approach the internal mixing problem may not always be feasible at the required level of accuracy. Assuming it is, we now have a value for \( n \), and we must next define the particle’s outer shape.

A sensible requirement for fidelity is that all the key parametric sensitivities of the signal, i.e., effects that are not overwhelmed by instrument noise, are represented in the set of input parameters, some or all of which are contained in \( x \).

\[
\begin{align*}
C_s(r, \lambda, n_s) &= \frac{2\pi}{\lambda^2} \int_0^\pi Z_{11}(\theta_e, \lambda, n_s) \sin \theta_e d\theta_e, \\
C_s(r, \lambda, n_s) &= \frac{4\pi}{\lambda^2} \int_0^\pi \mathbf{P}(\theta_e; x, n_s) \sin \theta_e d\theta_e, \\
C_s(r, \lambda, n_s) &= \frac{4\pi}{\lambda^2} \int_0^\pi \mathbf{P}(\theta_e; x, n_s) \sin \theta_e d\theta_e = 2.
\end{align*}
\]

When \( \lambda_0 = 0 \), it follows: \( C_s(r, \lambda, n_s) = C_s(r, \lambda, n_s) \). If \( \lambda_0 > 0 \), and therefore \( C_s(r, \lambda, n_s) = C_s(r, \lambda, n_s) \), then the cross-section for absorption \( C_s(r, \lambda, n_s) = \pi r^2 \rho_a(x_n, n_s) \), with its efficiency factor \( \rho_a(x_n, n_s) \) is defined as \( C_s(r, \lambda, n_s) \). This immediately yields the identity \( Q_s(x, n_s) = Q_a(x, n_s) \) and \( Q_b(x, n_s) \). Well-known asymptotic regimes are obtained in the small- and large spherical particle limits (Kokhanovsky, 2008). When \( x_n \ll 1 \), we have Rayleigh scattering, leading to \( Q_a \approx 1 / \lambda^4 \). When \( x_n > 1 \), we find geometric optics, leading to \( Q_a \approx 2 (C_s \approx r^4) \). In the case of large weakly absorbing particles, it follows: \( Q_a \approx x_n (C_s \approx r^2) \). Accuracy control of Lorenz–Mie computations over the full range of \( x_n \) and \( n_s \) is a mature field but its fidelity to nature can be a legitimate concern.

If the particle is grossly non-spherical, the forward modeler will have to upgrade from a Lorenz–Mie code to one with non-spherical shape capability. In this realm, the main classes of solution are geometric optics (with or without interference effects) or Maxwell equation solvers (time-domain/finite-difference, T-matrix, Discrete Dipole Approximation, etc.); see Mishchenko et al. (1999). In this case, and apart from \( r, \lambda, n_s \), \( Z \) will depend on both the incoming \( \mathbf{\Omega}_1 \) and outgoing \( \mathbf{\Omega}_1 \) directions, not just the scattering angle \( \cos^{-1} \mathbf{\Omega}_1 \cdot \mathbf{\Omega}_0 \). There are also methods for accounting for the optical effects of small-scale roughness on the particle’s surface (e.g., Kattawar et al., 2012).

3.3. Optical properties of aerosol populations with various particle size distributions

We are usually interested in a whole population of aerosol particles present in some volume of air. How many particles? What kind of
population? How big or small a volume? If non-spherical, are the particles randomly oriented?

Let \( N \) be the number density of aerosol particles, now of any radius \( r \), per cm \(^{-3} \) in a "dilute" optical media, that is, where typical inter-particle distances (\( \approx N^{-1/3} \)) are both \( \gg \lambda \) and \( \gg r \) (a representative value for the population such as its median or mode). That way, the particles are overwhelmingly often in each other's far-fields in the sense of EM wave scattering and, assuming random positions, we can then average over real-valued intensities (hence cross-sections) rather than over complex-valued amplitudes (to account for phases and interference effects). Fortunately, even the most polluted atmospheres (where \( N \approx 10^{13} \) cm \(^{-3} \)) are well within this regime. We also want volumes \( L^3 \) such that \( NL^3 \gg 1 \); that way, we can talk about statistically well-defined "populations," even in the cleanest natural environments (where \( N \approx 10^{25} \) cm \(^{-3} \)). Thus \( L \) in excess of a few cm seems adequate. At the same time, we want these elementary volumes to be small enough that even a single scattering or absorption event is a rare occurrence, hence \( NC_r(\lambda, r, n, n_a) \times L \ll 1 \) for the predominant values of \( r \). We will see further on that tantamount to asking that the elementary volume be optically thin. Even in the densest fogs, dust storms and smoke clouds, cm scales are still essentially transparent. As an extreme example, take \( N \approx 10^{13} \) cm \(^{-3} \) (dense particulates), \( C_r \approx 2nr^2 (r \gg \lambda), r \approx 10 \) \( \mu \)m (very large cloud-like particles), then one would need to take \( L \approx 1 \) m for the product \( NC_r \) to reach unity.

In remote sensing, aerosol particle size populations \( N(r) \), usually expressed in cm \(^{-3} \) \( \mu \)m \(^{-1} \), are invariably represented parametrically; log-normal distributions are by far the most popular, often with two modes, one coarse, one fine. This particle size distribution (PSD) is expressed as

\[
N(r) dr = \left( N / \ln \sigma_r \sqrt{2\pi} \right) \exp\left(-\ln\left(r/r_g^0\right) / \ln\sigma_r^0 \right)^2 / 2 dr / r,
\]

in the monomodal case. In the multimodal case, a weighted sum of two or more of such PSDs is used. Thus there are three microphysical parameters in the monomodal case. In the multimodal case, a weighted sum of two or more modes, one coarse, one fine. This particle size distribution (PSD) is expressed as

\[
N(r) dr = \left( N / \ln \sigma_r \sqrt{2\pi} \right) \exp\left(-\ln\left(r/r_g^0\right) / \ln\sigma_r^0 \right)^2 / 2 dr / r,
\]

in the monomodal case. In the multimodal case, a weighted sum of two or more of such PSDs is used. Thus there are three microphysical parameters per PSD mode: \( N = \int N(r) dr \) (particle density, irrespective of size), the characteristic radius \( r_g^0 \) (geometric mean of \( r \)), and the log-standard deviation \( \sigma_r^0 \) (a measure of PSD width). Statistical moments, \( \langle r^k \rangle = \int r^k N(r) dr / N \), of the PSD are used extensively. For the lognormal model in Eq. (3.6), they are given by

\[
\langle r^k \rangle (r_g^0, \sigma_r^0) = r_g^0 \exp \left[ q \ln \sigma_r^0 \right] / 2 ,
\]

hence the effective radius \( r_g = \langle r^2 \rangle / \langle r \rangle = r_g^0 \exp[(S / 2) / \ln \sigma_r^0] \), and an alternative measure of PSD width know as effective variance

\[
u_g = \langle r^2 \rangle - \langle r \rangle^2 = \exp(\ln \sigma_r^0) - 1.
\]

In summary, we have five aerosol parameters per mode, \( [N, r_g, \sigma_r, n, n_a] \), all and are legitimate remote sensing targets. For a given PSD, these properties are sufficient to generate the local values of the extinction, scattering and absorption coefficients, generally expressed in \( \text{km}^{-1} \):

\[
\sigma_{x,} = N(C_x) \left( r, \lambda, n, n_a, r_g, \sigma_r \right) = \int_{0}^{\infty} C_x(r, \lambda, n, n_a) N(r, r_g, \sigma_r) dr
\]

with \( x = e, s, a \), where \( \langle \cdot \rangle \) means, as for moments, an average over the PSD. By definition, the relative change in radiance \( I_A \) across a distance \( \delta l \) is given by \( \delta I_A / \delta l \) in the absence of sources, cf. Eq. (3.2).

The differential scattering cross-section matrices and associated phase matrices are also averaged over the PSD. Viewed as optical counterparts of antenna radiation patterns in \( \theta \), single-particle differential cross-sections, hence phase matrices, have highly variable interference-driven angular structure as soon as the non-dimensional size parameter \( x_A \) exceeds a few tenths. Averaging over the PSD blurs this structure with one notable exception: the forward scattering peak at \( \theta = 0^\circ \) that is present for all values of \( x_A \). The backscattering ("glory") peak at \( \theta = 180^\circ \) also persists, at least for spherical particles. Fig. 3.1 shows a selection of aerosol phase functions \( P_\lambda(\theta) \) as well as the Rayleigh phase function. We note that the phase function for the relatively coarse salt particles varies over almost 4 and 1/2 orders of magnitude. Table 3.1 displays the aerosol optical constants and the parameters of the particle size distribution used in calculations shown in Fig. 3.1.

Now, past the first scattering of natural sunlight coming from above or reflected by the surface below, the incoming light for the next scattering event can be in any state of polarization as described by the Stokes vector \( \mathbf{I}_\lambda = [I_\lambda, Q_\lambda, U_\lambda, V_\lambda]^T \). Upon scattering, the outgoing light will generally be in an altered state of polarization determined by the 4 \( \times 4 \) phase matrix \( P_\lambda(\theta_i) \), including the phase function \( P_{11}(\theta_i) \). For spherical particles, the following symmetries apply: \( P_{11}(\theta_i) = P_{22}(\theta_i) \); \( P_{12}(\theta_i) = P_{21}(\theta_i) \); \( P_{33}(\theta_i) = P_{44}(\theta_i) \); \( P_{34}(\theta_i) = -P_{43}(\theta_i) \); and all other elements vanish identically. If the particles are non-spherical but randomly oriented, the set of phase matrix elements becomes \( P_{33}(\theta_i) \), hence two more phase matrix elements to consider along the diagonal. The general structure of a phase matrix for randomly oriented nonspherical particles is therefore

\[
P_\lambda(\theta_i) = \begin{pmatrix}
P_{11}(\theta_i) & P_{12}(\theta_i) & P_{13}(\theta_i) & P_{14}(\theta_i) \\
0 & P_{22}(\theta_i) & P_{23}(\theta_i) & P_{24}(\theta_i) \\
0 & 0 & P_{33}(\theta_i) & P_{34}(\theta_i) \\
0 & 0 & -P_{43}(\theta_i) & P_{44}(\theta_i)
\end{pmatrix}.
\]
by \( \cos \gamma_{\text{inc}} = (\mathbf{Q}_{\text{inc}} \times \hat{z}) \cdot (\mathbf{Q}_{\text{inc}} \times \mathbf{Q}_{\text{out}})/(||\mathbf{Q}_{\text{inc}} \times \hat{z}|| ||\mathbf{Q}_{\text{inc}} \times \mathbf{Q}_{\text{out}}||) \), where \( \hat{z} \) is the unit vector in the \( z \geq 0 \) direction, and similarly for \( \pi - \gamma_{\text{out}} \) by swapping \( \mathbf{Q}_{\text{inc}} \) and \( \mathbf{Q}_{\text{out}} \). The scattering angle \( \theta_i \) is given schematically and algebraically as a function of \((\mathbf{Q}_{\text{inc}} \cdot \mathbf{Q}_{\text{out}})\) in Fig. 3.3. The rotation matrix is defined as

\[
L(\alpha) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cos 2\alpha & -\sin 2\alpha & 0 \\
0 & \sin 2\alpha & \cos 2\alpha & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\] (3.11)

The left schematic in Fig. 3.3 shows the various planes and angles used in the above.

### 3.4. Radiative transfer (RT) in the Earth’s atmosphere

We now describe the “RT” stage, where the forward model gains the capability of accounting for all orders of scattering and, from there, the ability to predict the top-of-atmosphere (TOA) Stokes vectors measured by space-borne sensors. There are new scales to consider in a reasonably high-fidelity atmospheric RT model in terms of atmospheric structure. First, we plan to neglect horizontal variations of aerosol optical properties (\(<C_a\)’s) and aerosol loading and invoke the standard uniform

Fig. 3.2. Phase matrices of selected aerosol particles. As for Fig. 3.1, but for the diagonal (left) and off-diagonal (right) elements of the phase matrices. In both cases, the phase matrix elements are normalized by the first phase matrix element from Fig. 3.1.

Fig. 3.3. Angular and spatial schematics. (Left) The scattering plane in regard to vertical planes is defined by incoming \((\mathbf{Q}_{\text{inc}})\) and outgoing/scattered \((\mathbf{Q}_{\text{out}})\) light beams. In the main text, they are represented in polar coordinates respectively as \((\mu, \phi')\), where \(\mu = \cos \theta_{\text{inc}}\) and \(\phi' = \phi_{\text{inc}}\), and similarly as \((\mu, \phi)\). The scattering angle \(\theta_i\) is formed between \(\mathbf{Q}_{\text{inc}}\) and \(\mathbf{Q}_{\text{out}}\); its cosine is given by \(\mu_{\text{inc}} + (1 - \mu_{\text{inc}}^2)^{1/2}(1 - \mu_{\text{out}}^2)^{1/2} \cos \phi \cdot \phi'\). (Right) A schematic for RT in plane-parallel scattering media: \(z\) is the vertical coordinate (altitude) while \(\tau\) is optical depth going into the medium from the top, where solar radiation impinges on it (at the TOA) from direction \(\mathbf{Q}_0\). Finally, \(\Omega\) is the direction of the space-based sensor in which we wish to predict the outgoing Stokes vector.
plane-parallel geometry. That is to say that the scales of horizontal aerosol variability will be assumed larger, and preferably much larger than scales of horizontal radiation transport. What are these scales? Horizontal radiation transport has been studied extensively for stratiform clouds, largely with the same goal in mind of stating how uniform a cloud should be in this simplified representation. For clouds, the horizontal transport scale is defined as the root-mean-square (RMS) size of the cloud's point-spread function in reflection (Davis et al., 1997) or in transmission (Davis and Marshak, 2002), all orders of scattering included. In aerosol atmospheres, horizontal transport has not been investigated as well from that analytical standpoint. What has been extensively studied is the impact on a satellite remote sensing signal from a change in surface reflectivity at a finite distance from the ground target (Otterman and Fraser, 1979; Mekler and Kaufman, 1980; Otterman et al., 1980; Tanrè et al., 1981; Kaufman, 1982; Diner and Martonchik, 1984a,b; Royer et al., 1988; Takashima and Masuda, 1992; Reinersman and Carder, 1995; Lyapustin, 2001; Lyapustin and Kaufman, 2001; Lyapustin and Knyazikhin, 2002; Richter and Schläpfer, 2002; Lyapustin et al., 2010; Semenov et al., 2011; Sterckx et al., 2011; Burasrovec et al., 2013; Jäkel et al., 2013). This is known as the "pixel adjacency effect," and like all other 3D RT effects it is ignored in a 1D RT-based forward model. Another approach to horizontal variability scales is to consider the largely physiological notion of "visibility:" the horizontal range at which an observer can distinguish a dark object against the ambient light.

This can be translated to a standoff distance $l_\text{V} = 3.92 / \tau_e$ (for a physiologically relevant broad-band definition of extinction $\tau_e$), the important fact being that it varies inversely with $\tau_e$. For aviation safety considerations, if $l_\text{V}$ in excess of 23 km is considered very clear while $l_\text{V}$ less than 5 km is considered quite hazy. To ground this in RT theory, we recall that $\alpha_e / l_\text{V} = -\partial \tau_e / \partial l$ (in the absence of sources and in-scattering); from there, we easily obtain Beer's law of exponential light extinction with distance $l$ from a source:

$$I(x) = I(0) \exp(-\sigma_{eh}(x)l),$$

which generalizes immediately to the case of a full Stokes vector. Therefore, $1/\sigma_{eh}$ is the characteristic or e-folding distance for (incoherent) light propagation over macroscopic scales in a uniform medium, a.k.a. photon mean-free-path. Technically, we should require that $\sigma_{eh}$ and other optical properties be horizontally uniform over scales $-1/\sigma_{eh}$. In other words, we should be safe over distances where the relative changes in $\sigma_{eh}$ are small. This certainly excludes "aerosol plume" scenarios, where $\sigma_{eh}$ makes large jumps. What the thresholds are for horizontal variability scales and for amplitudes in aerosol atmospheres remain open questions. Moreover, these questions need to be addressed from the standpoint of forward model accuracy and fidelity requirements to meet science goals.

Turning to the vertical dimension of the atmosphere, let $H_\text{B}$ be the geometrical thickness of the aerosol layer (assumed uniform): $N(\lambda) \equiv \text{constant} > 0$ for the range $0 \le z \le H_\text{B}$ and 0 for $z > H_\text{B}$. Alternatively, $H_\text{B}$ can be the characteristic scale height if $N(\lambda)$ is assumed to decay exponentially in a half-space: $N(\lambda) = N(0) \exp(-z / H_\text{B})$. In both interpretations, $H_\text{B} \approx 2$ km is a typical value and, either way, the non-dimensional aerosol optical thickness (AOT) of the atmosphere is

$$\tau^p_\lambda = \int_{0}^{H_\text{B}} \sigma_{eh}(z)dz = \langle C(z, \lambda, n_\lambda, r_g, \sigma_e) \rangle \int_{0}^{N(z)dz} = \sigma_{eh}(0)H_\text{B}. \quad (3.13)$$

if $<C(z, \lambda, n_\lambda, r_g, \sigma_e)\rangle$ is assumed constant since that leads to $\sigma_{eh}(z) = \sigma_{eh}(0)\exp(-z / H_\text{B})$. Here $\sigma_{eh}(0)$ is the ground-level value of aerosol extinction (superscript "p" for particulate), as used implicitly in the above estimate of horizontal visibility $l_\text{V}$. AOTs, for both fine and coarse modes, are better measures of aerosol burden than the associated $N(0)$ or $\sigma_{eh}(0)$ in a stratified atmosphere, at least for remote sensing and radiation budget (climate) considerations. One reason for that is the considerable interest in situations where the aerosol may be lofted into a layer between $z_{\text{base}} > 0$ and $z_{\text{top}} = z_{\text{base}} + H_\text{B}$, so $\tau^p(0) > 0$ even though $N(0) = 0$ and $\sigma_{eh}(0) = 0$. Table 3.2 shows a scale-by-scale summary for all the aerosol properties contained in the vector $\mathbf{x}$ of unknowns in the remote sensing inverse problem, and a few others that matter.

At shorter wavelengths, Rayleigh scattering becomes an increasingly strong contributor to the Stokes vector since Rayleigh optical depth $\tau^R(\lambda)$ will eventually exceed $\tau^p(\lambda)$. Recall that $\tau^R(\lambda) \approx 1 / \lambda^4$ while the Angstrom exponent $\alpha$ in $\lambda^\alpha \approx \lambda^{4.5}$ hovers around unity for most aerosols. Moreover, molecules and particulates are stratified differently; specifically, we can use, to high accuracy, $\sigma^R_{eh}(z) = \sigma^R_{eh}(0)\exp(-z / H_m)$, where $\sigma^R_{eh}(0) = \tau^R(\lambda) / H_m$ and the atmospheric pressure scale height $H_m \approx 8$ km is significantly larger than $H_\text{B}$. Consequently, we will need to define optical properties (extinction, scattering and absorption coefficients, along with phase matrices) in continuously varying aerosol–Rayleigh mixtures. For instance, introducing the aerosol single scattering albedo (SSA), $\omega_{\text{ss}} = \sigma^R_{eh}(0) / \sigma^R_{eh}(0)$, we have

$$\omega_{\text{ss}}(\lambda) = \sigma_{eh}(\lambda) / \sigma_{eh}(0) = \left[\omega^R_{\text{ss}}(\sigma^R_{eh}(0)) + \omega^R_{\text{ss}}(\sigma^R_{eh}(\lambda))\right] / \left[\sigma^R_{eh}(\lambda) + \sigma^R_{eh}(0)\right]. \quad (3.14)$$

for the mixture, where the Rayleigh counterpart $\omega^R_{\text{ss}}(\lambda)$ can generally be taken as unity (no molecular absorption) in multispectral aerosol remote sensing applications. The denominator $\sigma_{eh}(z)$ in Eq. (3.14) is the total extinction coefficient for the mixture. In the same vein, we have

$$P_{\text{ec}}(\theta_e) = \left[1 - F_g(z)(\lambda, \theta_e) + f_g(z)P_{\text{ec}}(\lambda, \theta_e)\right]. \quad (3.15)$$

where $f_g(z)$, the height-dependent Rayleigh scattering fraction, is

$$f_g(z) = \sigma_{eh}(\lambda) / \left[\omega^R_{\text{ss}}(\sigma^R_{eh}(\lambda)) + \omega^R_{\text{ss}}(0)\right], \quad (3.16)$$

under the explicit assumption that $\omega^R_{\text{ss}}(\lambda) = 1$. “External” mixtures of aerosols of different types present in the scattering volume are treated in the same fashion. Examples are a mixture of fine (or “accumulation”) mode aerosols and a coarse mode, or a local “background” aerosol and a very different kind of aerosol transported from a distant source.

The Rayleigh phase matrix $P_{\text{ec}}(\theta_e)$ introduced in the above is given by these non-vanishing elements:

$$P^R_{\text{ec}}(\mu_e) = P^R_{\text{ec}}(\mu_e) = (3/4)\Delta_0\left(1 + \mu_e^2\right),$$

$$P^R_{\text{ec}}(\mu_e) = P^R_{\text{ec}}(\mu_e) = (3/4)\Delta_0\left(1 - \mu_e^2\right),$$

$$P^R_{\text{ec}}(\mu_e) = (3/2)\Delta_0\mu_e,$$

$$P^R_{\text{ec}}(\mu_e) = \Delta_0\Delta^2_{\text{ec}}P^R_{\text{ec}}(\mu_e),$$

$$P^R_{\text{ec}}(\mu_e) = P^R_{\text{ec}}(\mu_e) = 0.$$

Table 3.2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Units</th>
<th>Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index of refraction (real part)</td>
<td>$n_r$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Index of refraction (imaginary part)</td>
<td>$n_i$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristic radius</td>
<td>$r_e$</td>
<td>µm</td>
<td>0.03–5</td>
</tr>
<tr>
<td>Log-standard deviation</td>
<td>$\sigma_z$</td>
<td></td>
<td>0.2–1.5</td>
</tr>
<tr>
<td>Aerosol optical thickness</td>
<td>$\tau_{\lambda}$</td>
<td></td>
<td>0–5</td>
</tr>
<tr>
<td>Layer's physical thickness/scale height</td>
<td>$H_p$</td>
<td>km</td>
<td>1–5</td>
</tr>
<tr>
<td>Layer's base altitude</td>
<td>$z_{\text{base}}$</td>
<td>km</td>
<td>0.5–4.5</td>
</tr>
</tbody>
</table>

This table summarizes aerosol properties. First come those aerosol parameters contained in the 10-dimensional vector $\mathbf{x}$ of unknowns (5 per mode) in the remote sensing inverse problem; they are followed by two other quantities that may also matter. Note that AOT at a reference wavelength, generally 550 nm, determines all the others through the microphysics.
where \( \mu = \cos \theta \), \( \Delta \lambda = (1 - \delta_\lambda) / (1 + \delta_\lambda) / 2 \) and \( \Delta \lambda = 1 - \delta_\lambda / (1 - \delta_\lambda) \), with \( \delta_\lambda \) denoting the Rayleigh depolarization factor. If there is sufficient contrast between the aerosol and Rayleigh optical properties, aerosol particles could be coarsely profiled (by inferring \( z_{\text{base}} \) and \( H_0 \)) using purely passive remote sensing methods (Kalashnikova et al., 2011).

The final ingredient of the forward model is the vector RT equation (\( v\text{RTE} \)), and associated boundary conditions (\( BCs \)), and a practical solution thereof. The general \( v\text{RTE} \) describes the detailed balance between sources and sinks of radiation in 5-dimensional “transport” space. Transport space contains all \( (r, \Omega) \) pairs of 3D position vectors \( r = (x, y, z)^T \) and, introducing polar coordinates, unitary propagation direction vectors \( \Omega = (\theta, \phi) \). In the absence of horizontal variability of the optical properties and/or sources, we restrict ourselves to the three independent variables \( (\theta, \phi, \rho) \) of so-called “1D” \( v\text{RTE} \). Radiation sinks for a light beam \( \Omega \) going through level \( z \) are the removal of radiant energy by:

1. extinction, described by \( \alpha(z; \mu, \tau_\lambda) \);
2. advection out of the elementary volume, described by \( \Omega \cdot \nabla I_\lambda \equiv \mu I_\lambda / \partial z \),

where \( \mu = \cos \theta \) is the vertical component of \( \Omega_\lambda \). In the solar spectrum, the only source of diffuse radiance for a given light beam is in-scattering of radiant energy propagating in other directions; this process is described at height \( z \) by the double angular integral

\[
\alpha(z; \mu, \nu) = \int_0^{2\pi} \int_0^{\pi} M_\lambda(z; \mu', \nu' \rightarrow \mu, \nu) I_\lambda(z; \mu', \nu') \, d\mu' \, d\nu' / 4\pi
\]

(3.18a)

over all incoming directions. In summary, we have the following integro-differential \( v\text{RTE} \) to solve,

\[
[\mu / \partial z + \alpha(z; \mu, \nu)] I_\lambda(z; \mu, \nu) = \alpha(z; \mu, \nu) \int_0^{2\pi} \int_0^{\pi} M_\lambda(z; \mu', \nu' \rightarrow \mu, \nu) I_\lambda(z; \mu', \nu') \, d\mu' \, d\nu' / 4\pi
\]

(3.18b)

for \( I_\lambda(z; \mu, \nu) \) on the domain \( (0, z_{\text{TOA}}) \times [-1, +1] \times (0, 2\pi) \) where \( z_{\text{TOA}} \) is between \( z_{\text{top}} \) and \( z_{\text{bot}} \).

Before discussing numerical solutions of the 1D \( v\text{RTE} \) in (3.18), we have to question its derivation sketched in the above. Although we should this \( v\text{RTE} \) not follow from Maxwell’s equations—(1D) \( v\text{RTE} \) can be solved. We will describe numerical solution techniques after introducing quantities derived from the Stokes vector that are commonly used in remote sensing.

### 3.5. Observable reflected light field characteristics

The standard format for comparison of forward model predictions at TOA with well-calibrated space-based observations is the normalized Stokes vector (NSV)

\[
S = n(0, \Omega) / \mu F_0.
\]

(3.22)

with the elements \([R, q, u, v]^T\) for a finite number of directions \( \{\Omega_i, i = 1, \ldots, N_\Omega \geq 1\} \) with \( 0 < \mu_i \leq 1 \). Note that the first component of the NSV, \( n(0, \Omega_i) / \mu F_0 \), is known as the “bidirectional reflectance factor” or BRF. The physical interpretation of the BRF is as follows.

Assume there is no atmosphere, so that the whole RT problem is contained in Eqs. (3.21a) and (3.21b), and that the BRDM is for a depolarizing Lambertian (i.e., isotropically reflecting) surface for which the \( \rho_{11} \) (BRDF per se) is \( \alpha_\lambda / \pi \), where \( \alpha_\lambda = [0, 1] \) is the spherical albedo of the surface, and all the other elements are 0. Then the downwelling intensity in Eq. (3.21b) is given by Eq. (3.21a). The angular integral over the down-welling 2\( \pi \) sr in the lower BC then yields \( \mu F_0 \). If we now treat \( \alpha_\lambda \) as an unknown it can be obtained from the data (up-welling \( I_\lambda \) uniform across directions) as \( n(0, \Omega) / \mu F_0 \). The observed or predicted BRF value is therefore the effective Lambertian albedo that would yield \( I_\lambda(0, \Omega) \), for a given \( \Omega \), in the absence of a scattering
A combination of great interest is the degree of linear polarization, considered here across wavelengths. As an alternative to the 2nd and 3rd elements of the Stokes vector, \( \text{DOLP}_\lambda = \frac{(Q_\lambda^2 + U_\lambda^2)^{1/2}}{I_\lambda} \), one can define polarized radiance

\[
I_{\lambda \parallel} = \frac{(U_\lambda/Q_\lambda)}{2},
\]

(3.23)

where \( \tan^{-1}(\cdot) \) accounts for the signs of \( U_\lambda \) and \( Q_\lambda \), thus taking values from 0 to \( 2\pi \). Neither DOLP\( _\lambda \) nor AOLP\( _\lambda \) care about the whether NSV or, as implied here, the original Stokes components are used. Finally, one can define polarized radiance

\[
I_{\lambda \perp} = (Q_\lambda^2 + U_\lambda^2 + V_\lambda^2)^{1/2},
\]

(3.24)

which is necessarily \( \leq I_\lambda \). Sometimes, \( V_\lambda \) is dropped from Eq. (3.24) in view of its small magnitude in atmospheric optics, in which case, \( I_{\lambda \parallel} = \text{DOLP}_\lambda \times I_\lambda \), which is called linearly polarized radiance or linearization difference because \( I_{\lambda \parallel} \approx Q \approx V \approx 0 \), and the value of \( Q \) is just the difference of the intensities of scattered light polarized perpendicular and parallel to a given plane (say, scattering plane).

### 3.6. Computational techniques for solving the vector radiative transfer equation

#### 3.6.1. Formulations, transformations and numerical methods

Computational techniques for solving numerically the 1D VRTE problem are out of scope for the present review, so we only point here to the relevant literature. It suffices to state that they are remarkably diverse in their approaches, ranging from straightforward Monte Carlo schemes (e.g., Marchuk et al., 1980) to sophisticated implementations of deterministic methods (Kokhanovsky et al., 2010b). The latter invariably start with a (truncated) Fourier series decomposition in the azimuthal angle. Translational invariance of the RT problem in the \((x, \ y)\)-plane (1D vs. 3D RT) means that each mode is decoupled from the others. These independent Fourier mode coefficients each obey a simpler 1D VRTE that is discretized in the polar angle using discrete ordinates (e.g., Stamnes et al., 1988; Spurr, 2006; Rozanov et al., 2014) or spherical harmonics (e.g., Lyapustin et al., 2010; Korkin et al., 2013).

The forward scattering peak in the phase function of many interesting aerosol types (cf. Fig. 3.1) is a particular challenge for truncated and discretized direction spaces; this calls for special phase function decomposition and rescaling techniques (e.g., Potter, 1970; Wiscombe, 1977; Nakajima and Tanaka, 1988). The resulting system is either reduced to the coupled ordinary differential equations with prescribed BCs, which can be solved using eigenvalue methods, or to a discretized integral equation. In the latter case, one can solve the problem by source iteration, (a.k.a. successive orders-of-decaying) (e.g., Hasekamp and Landgraf, 2002; Kotchenova et al., 2006; Kotchenova and Vermote, 2007; Zhai et al., 2009), or using Markov chain formalism (e.g., Xu et al., 2011a, 2011b, 2012). Alternatively, adding/doubling (e.g., Hansen, 1971a,b; Hansen and Travis, 1974; Wiscombe, 1976; De Haan et al., 1987; Evans and Stephens, 1991; Liu and Weng, 2006) or matrix-operator (e.g., Nakajima and Tanaka, 1986; Liu and Ruprecht, 1996; Sanghavi et al., 2013, 2014) methods can be implemented, following the general principles of invariant embedding in discrete spaces (Preisendorfer, 1965; Grant and Hunt, 1969a,b; de Vulpiani, 1980). It is notable that these strategies are at their most diverse when applied to optically uniform layers; the need to address stratification tends to spawn hybrid computational models, with (layer) adding being the last step. With unlimited computational resources (both core memory and computer time) and proper implementation, all of these approaches to realistic numerical 1D VRTE problems can be brought into arbitrarily close agreement. However, in practical situations, deviations of up to \(-1\%\) can be expected. In view of radiometric error (\(>3\%\)) and unavoidable fiducial error (e.g., 3D RT effects not included in 1D RT models), that may be sufficient.

#### 3.6.2. Illustration with a current challenge in continuously-varying stratified atmospheres

Fig. 3.4 illustrates forward modeling for a multi-angle spectropolarimeter concept using the “dust” model from Table 3.1 and a Monte Carlo code. There is a constant background of conservative Rayleigh scattering following an exponential extinction profile with a characteristic scale height \( H_\text{a} = 8 \text{ km} \). Two wavebands are considered: 446 nm (blue) and 354 nm (near UV) that lead respectively to Rayleigh optical depths of 0.231 and 0.593 (at normal atmospheric pressure), and a Rayleigh depolarization factor \( \delta_0 = 0.029 \) is used. The strongly absorbing dust layer (cf. Table 3.1, leading to the single scattering albedo equal to 0.838) is either lofted to 3–5 km altitude \((z_{\text{base}} = 3 \text{ km}, H_\text{a} = 2 \text{ km})\), presumably in the course of long-range transport, or confined to the planetary boundary layer \((0–2 \text{ km})\); in both cases, it has a uniform aerosol extinction profile corresponding to \( \text{AOT} = 0.5 \). The sun is at 60° from zenith, and the underlying surface is black. The non-vanishing elements of the NSV at TOA in the principal plane are plotted, namely, \( I_\lambda \) and \( \text{Q}_\lambda \) for \((\theta, \phi) = (0, 0°)\) and \((0, \theta, \pi)\), where \( \theta \) is the viewing zenith angle (VZA) is set to 0°, \( \pm 26.1°\), \( \pm 45.6°\), \( \pm 60.0°\), and \( \pm 70.5°\) (based on the nominal MISR view angles) with \( \theta = 0° \) meaning \( \phi = 0°\) and \( \Phi = \pi \).

It is clear in Fig. 3.4 that the difference in signal between the two profiles is significantly larger than a conservative estimate of instrumental error \((3\%)\), which is certainly an upper bound for forward model error. Consequently, a wrong assumption about aerosol layer height would lead in this case to unacceptable forward model error. Kalashnikova et al. (2011) analyzed in detail sensitivities of multi-angle spectropolarimetric measurements to aerosol layer height at wavelengths, where Rayleigh scattering contributes significantly to the observed Stokes vector. In particular, in Fig. 3.4, we can see that for discriminating the boundary layer and lofted aerosol scenarios on the basis of DOLP, the blue wavelength is just as effective as its UV counterpart.

#### 3.6.3. Intercomparison of three forward models

Fig. 3.5 shows an intercomparison of three 1D VRTE models listed in Table 3.3. As in Fig. 3.4, \( I_\lambda \) and \( \text{Q}_\lambda \) in the principal plane are used, now for VZA sampled every 3° (59 points). Two test cases are considered: the atmosphere contains the sea salt aerosol only (no molecular scattering) from Table 3.1, and the surface is either black or Lambertian with an albedo of 0.2; in short, we take \( a = 0 \) or 0.2, \( k = 1, b = 0, \) and \( \gamma = 0 \) in the parametric model described in the Appendix A. The top two panels show on the same scale \( \text{ntI}(0, 0, 0) / \mu F_0 \) and \( \text{nQ}(0, 0, 0) / \mu F_0 \) for these two surface scenarios obtained from the reference Monte Carlo (MC) scheme run at very high precision (10^8 histories) and with no discretization beyond the tabulation of the phase matrix used as input (0.25° intervals in the scattering angle). For instance, a rejection method was used to decide what new direction the random path would take instead of a secondary tabulation for the inverse cumulative phase function integral. The remaining 4 panels show “model-MC” plots for two models: March, a Markov Chain model \((Xu et al., 2011a,b)\) in green, and SCIATRAN \((Rozanov et al., 2014)\), which is based on discrete ordinates, in red. MC error is also plotted with dashed lines.

Intensity differences in the middle panels show that the agreement is quite good. All differences are less than \( 1\%\). Relative \( 1\%\) is actually a reasonable accuracy goal to request of models and modelers, and the horizontal axes in the middle plots have \( \pm 1\%\) as upper and lower bounds on their vertical axes. Indeed, forward model error should be small compared to the measurement uncertainty of a typical instrument recording radiometry. Often \( 3\%\) is advanced as a number for radiometric calibration error. However, calibration error is not a random number taking independent values for every different angle and spectral
but for in both cases, it has a uniform aerosol extinction corresponding to AOT = 0.5. The sun is at 60° from zenith, and the underlying surface is black. (Left) Radiances for a dust aerosol that lead respectively to Rayleigh optical depths of 0.231 and 0.593 (at normal atmospheric pressure), and Rayleigh depolarization factor as its UV counterpart (Kalashnikova et al., 2011).


channel and polarization state. Rather it drifts slowly during a period and is occasionally reset to a large extent by performing on-orbit calibration procedures. The truly random part of the radiometric uncertainty is probably closer to 1.5 to 2%. On the other hand, 1D vRTE models have a fundamental fidelity limitation with respect to the 3D vRT unfolding in nature. It is doubtful that nature is ever compliant with the horizontal uniformity assumption at better than relative 1% in the observations. Anyway, to achieve this 1% accuracy, MarCh was run with 70 Gaussian quadrature points for the each of the 4 quadrants and each of the 35 azimuthal Fourier terms. On the other hand, no “delta-truncation” of the forward peak was implemented. SCIATRAN’s numerical control parameters were similar. We even note that the two deterministic models track each other in their fluctuations across the 59 direction samples, especially for the black surface.

Differences in the (signed) DOLP, the ratio Q/I, are displayed in the lower panels of Fig. 3.5. They also show a high degree of correlation between the angular fluctuations of MarCh and SCIATRAN differences with the MC reference data. MarCh–SCIATRAN differences remain smaller than or on the order of the MC errors. For DOLP, the desirable and achievable upper bound on instrumental uncertainty is often cited as 0.005 (0.5% absolute). All three models shown here are already doing much better since ±0.005 is about a half of the full range of the error plots.

Finally, it is clear that, for remote sensing applications at least, 1D vRTE solution methods that manipulate only the required Stokes vectors at TOA are at an advantage in terms of computer memory vis-à-vis their counterparts that compute the Stokes vector field throughout the light scattering medium. MC is one such vRTE solution but there are computationally efficient deterministic vRTE solutions as well. That advantage in speed can be re-invested, e.g., in enhanced fidelity. By the same token, it is highly desirable to have forward models that have been “linearized,” i.e., that efficiently and accurately compute the Jacobian matrix ∇F/∇x along with F(x) without resorting to finite differences, which are risky and costly. These linearized models can be used in sensitivity studies (e.g., Hasekamp and Landgraf, 2007) that could be extended to instrument design support. Most importantly, accurate estimates of ∇F/∇x can be used in optimization approaches for solving the inverse problem (e.g., Rodgers, 2000).

Most 1D codes do calculations that would allow the internal fields to be constructed, e.g., Discrete Ordinates (e.g., Stamnes et al., 1988) and (with a little more effort) Doubling/Adding (e.g., Hansen and Travis, 1974). The construction of internal fields has negligible overhead and they can then be used in calculating Jacobians. For Discrete Ordinates as many calculations as view angles are required for the adjoints, but the eigenvector problem only has to be solved once. For Doubling/Adding a single run gives the internal fields and their adjoints including adjoints for any internal observation level (e.g., aircraft or AERONET).

This concludes our high-level description of how a physics-based forward model F(x) is computed, with an emphasis on the potentially wrong assumptions made along the way and on the computational challenge of getting the predicted sensor signal accurate with respect to a high-precision Monte Carlo result. We next discuss how the inverse problem is addressed in practical remote sensing situations, with the understanding that forward model error, either in fidelity of representation of the atmospheric state or in numerical computation, is a liability that has been assessed.

4. Solution of the inverse problem

In this section we review the algorithms developed to retrieve aerosol properties from multi-angle photo-polarimetric measurements that are published in peer-reviewed literature. We restrict ourselves to algorithms that are developed for aerosol retrieval in clear sky scenes. Efforts to retrieve aerosol properties above, below or between clouds are also known (references and discussion in concluding section). Furthermore, we restrict ourselves to the version of the different
Fig. 3.5. Comparison of four multiple scattering forward 1D vRT models. The atmosphere is made of a pure non-absorbing salt particles from Table 3.1, with an AOT of 0.5. On the left-hand side, the surface is black and, on the right-hand side, it is Lambertian (hence depolarizing) with an albedo of 0.2. The sun is at 30° from zenith. The top row shows $I$ and $Q$ as functions of viewing angle in the principal plane (where $U$ vanishes), using the same sign convention for viewing zenith angle as used in Fig. 3.3. The middle row shows differences between the deterministic models and the Monte Carlo estimate for intensity $I$, along with Monte Carlo error bars (one standard deviation). The bottom row shows the same as the middle one, but for $Q/I$. 
algorithms as described in the respective publications—unpublished newer developments are not considered here. The main characteristics of the algorithms are given in Table 4.1.

4.1. Number of measurements versus number of parameters to be retrieved

Given an instrument with \(N\) wavelengths (all of which are assumed to have some level of aerosol/surface utility), of which \(N_p\) have polarization capability, there are

\[
M = N_B \times (N + 2N_p)
\]

observations when, as is customary, only \(I, Q, U\) and \(V\) are measured (\(IV\) being very small). \(N_B\) is the number of angular measurements. To keep the retrieval problem mathematically well-posed, \(M\) has to be larger—and preferably much larger—than the number of retrieval parameters \(m\). To get an idea of \(M\)'s magnitude, imagine that we what to characterize a bimodal aerosol model (assuming spherical shapes); that’s 10 parameters: \(r_0, v_0, \text{complex } n\) (assumed to be spectrally neutral), and an AOT for each mode. There is aerosol layer height, for which we need at least a scale parameter \(\xi\) and a parameter for the variance of the micro-facet slope probability density function (PDF). That’s \(N = 4\) surface-related quantities,

\[
m = 16 + N
\]

parameters to determine in all. This is an impossible task if \(N_B = 1\) and \(N_p = 0\) (e.g., MODerate resolution Imaging Spectroradiometer (MODIS) (King et al., 1992)), irrespective of \(N\), so many additional constraints are required to infer aerosol and/or surface properties.

4.2. JPL’s operational MISR and experimental AirMSPI algorithms

Although theoretically possible with the Multispectral Imaging Spectroradiometer (MISR) (Mortonchik et al., 2009), where \(N_B = 9\), \(N = 4\) and \(N_p = 0\), leading to \(M = 36\), an optimized aerosol/surface retrieval is not attempted in MISR operational processing due to computational speed constraints (R.A. Kahn, pers. comm.). Indeed, not all of the \(M\) observations are expected to contribute independent pieces of information. The solution adopted in the operational MISR aerosol retrieval algorithm starts with the restriction of aerosol parameter space to 74 particle mixtures (a climatology populated with mono-, bi- and tri-modal PSDs), including two non-spherical dust-type particles, and two different heights for one of these (Kahn et al., 2010). All of these particles are used to generate a Look-Up Table (LUT); only the AOT is left to vary (discretely in the LUT, followed by an interpolation) (Mortonchik et al., 1998a,b). Over land, regions of 16 × 16 pixels (17.6 × 17.6 km²) are processed at the same time in a “multi-pixel” framework that assumes the same horizontally uniform aerosol within the region. Radiances for all pixels within the region are therefore based on the same path radiance (i.e., intensity for a black surface) but have an additional random element. A singular-value decomposition of the 9 × 9 covariance matrix for the multi-spectral angular pattern of intensity leads to a much smaller number of significant surface eigenvectors, typically between 3 and 6 (Mortonchik et al., 2002, 2009). These eigenvectors are summed and removed from the mean multi-spectral radiance pattern and the resulting estimates of path radiances are fitted using the look-up table (LUT) approach to find the best-fitting mixtures. About 70–75% of MISR AOT retrievals fall within 0.05 or 20% of the AOT from the paired validation data from AERONET, with some sensitivity to particle type, i.e., categorical classifications into spherical nonabsorbing, spherical absorbing, and nonspherical (Kahn et al., 2010).

One drawback of the LUT-based approach is that retrieval biases may be incurred if the ambient aerosol is not captured in the LUT (Diner et al., 2011). For this reason, JPL is exploring an aerosol retrieval algorithm based on the Levenberg–Marquardt inversion scheme with the option of adding one or more smoothness constraints akin to Dubovnik et al. (2011) in the spectral or spatial (pixel) domains. It is sufficiently general that polarization data (e.g., from AirMSPI) has been readily incorporated. Starting with an initial guess \(\mathbf{x}_0\) for the state vector, the optimized solution is approached through following iterations in the simplest case (no additional smoothness constraints):

\[
\mathbf{J}_k^T \mathbf{W}_k \mathbf{J}_k + \Lambda_k \text{diag}(\mathbf{J}_k^T \mathbf{W}_k \mathbf{J}_k) \Delta \mathbf{x}_k = \mathbf{J}_k^T \mathbf{W}_k (\mathbf{y} - \mathbf{F}(\mathbf{x}))
\]

where \(\mathbf{J}_k\) is the Jacobian matrix evaluated from the iterative solution \(\mathbf{x}_k\) and the weighting matrix \(\mathbf{W}\) is diagonal with \(W_{ii} = 1 / \text{Var}(a_i)\) where \(\text{Var}(a)\) is the variance of the instrument error on the \(i\)th \(I\) or \(Q\) measurements. The damping factor \(\Lambda_k\) is chosen and adjusted in a multiplicative way until a solution \(\mathbf{x}_{k+1} = \mathbf{x}_k + \Delta \mathbf{x}_k\) produces a significantly better fit to the measured data \(\mathbf{y}\); in other words, the following chi-squared error function is reduced:

\[
\chi^2(\mathbf{x}_{k+1}) = \frac{1}{2} \left( \mathbf{F}(\mathbf{x}_{k+1}) - \mathbf{y} \right)^T \mathbf{W}(\mathbf{F}(\mathbf{x}_{k+1}) - \mathbf{y})
\]

where \(\mathbf{F}(\mathbf{x}_{k+1})\) contains the fits for the reflectance and polarization data by the solution \(\mathbf{x}_{k+1}\) during the iteration. In the current version, and the iteration stops when the weighted average fitting error \(2 \chi^2(\mathbf{x}_{k+1}) / M\) drops below a specified threshold.

The forward model is the vector MarCh code developed at JPL (Xu et al., 2011a,b, 2012). Currently it assumes a bimodal lognormal distribution of aerosols and contains 3 types of surface, (1): depolarizing parametric surface described by the modified RPV (mRPV) model, with two spectrally invariant parameters \((k,b)\) and one overall multiplier \((a)\) per wavelength (cf. Appendix A) (2): polarizing parametric water surface described by the Cox–Munk model, with two parameters for the longitudinal and latitudinal surface wind speeds and (3): mix of (1) and a polarizing microfacet model as in (2) but with more options for the slope distribution (cf. Appendix A)².

4.3. The LOA/OP POLDER algorithm

The POLDER instrument has \(N_B \approx 9\) to 16 depending on where the pixel is on the focal-plane array, \(N = 7\) (not counting the “A-band” channels) and \(N_p = 3\), leading to \(M \approx 117\) to 208 observations. With \(N_B \approx 200\), \(N = 8\) and \(N_p = N\), leading to \(M \approx 4800\) observations, the APS (aboard the Glory satellite that unfortunately failed to reach orbit in 2011) would have extended the spectral range into the SWIR, thus providing additional constraints on the surface boundary condition.

The “OP” retrieval algorithm used for operational processing of POLDER data developed at the Laboratoire d’Optique Atmosphérique (LOA) is based on a traditional LUT approach. The algorithm for retrieval over the ocean is described by Deuzé et al. (1999) and Herman et al. (2005). The ocean reflectance is modeled with the Cox and Munk (1954) equations assuming a wind speed of 5 m/s for capturing multiple interactions between the surface and the atmosphere. The actual wind speed provided by the European Center for Medium-term Weather Forecasting (ECMWF) weather forecast model is used in the glint mask and for computing the foam reflectance according to the model proposed by Koepeke (1984); the underwater contribution is taken equal to 0.001 and 0.000 at 670 and 865 nm respectively. The algorithm
uses the total and polarized radiances at 670 and 865 nm and assumes that the size distribution follows a combination of two lognormal aerosol size distributions, one in the fine or “accumulation” mode and one in the coarse mode (\(r_o\) typically larger than 1.0 \(\mu\)m). Non-absorbing particles are considered in both modes. The LUT contains 33 aerosol models for the fine mode and 9 models for the coarse mode. The algorithm selects the combination of a fine and coarse mode that provides the best fit to the measurements. The total radiance modeled from the LUT, is approximated by a weighted sum of the tabulated radiance for the fine and coarse mode, respectively (Wang and Gordon, 1994). In the coarse mode, spherical or non-spherical particles are considered.

Over land surfaces, the PARASOL aerosol retrieval is based on polarized measurements at 670 and 865 nm (Herman et al., 1997; Deuzé et al., 2001). Contrary to the total radiances, polarized light is measured at 670 and 865 nm (Herman et al., 1997; Deuzé et al., 2001). The models used in the land algorithm are considering aerosols within the accumulation mode only. In other words, the contribution of the coarse mode is neglected, and it is assumed that mainly fine aerosols contribute to the measured polarized radiance. The refractive index is taken equal to 1.47–0.01i, which corresponds to a mean value for aerosols resulting from biomass burning or pollution events (Dubovik et al., 2002). The surface contribution depends on the surface type (bare soils or vegetated areas), and is estimated from a relationship using empirical coefficients adjusted for the different classes of land surfaces according to the main IGBP (International Geosphere–Biosphere Program) biotypes and the Normalized Difference Vegetation Index (NDVI).

An algorithm similar to that of POLDER was developed by Sano (2004). In this algorithm the fine mode fraction and AOT are found using polarized reflectance measurements for a priori assumed parameters of the fine and coarse modes. It is planned to extend the algorithm using double-view S-GLI observations for the polarized channels.

Cheng et al. (2012, 2013) have developed a new aerosol retrieval algorithm using multi-angular total and polarized measurements based on the LUTs of simulated satellite signals pre-computed for some limited selected aerosol scenarios and underlying surfaces. The algorithm was applied to POLDER data.

### 4.4. The LOA/GRASP POLDER algorithm

The GRASP algorithm for POLDER-3/PARASOL aerosol retrievals is described by Dubovik et al. (2011, 2014). The algorithm uses measurements of Stokes parameters \(I, Q, \) and \(U\) at 6 POLDER-3 wavelengths between 440 and 1019 nm (the O\(_2\) A-band channels are omitted). The basic algorithm concept is based on the AERONET algorithm to invert diffuse sky measurements (Dubovik et al., 2000). No a priori parameterized shape of the size distribution is assumed. Instead, a discretized size distribution for 16 size bins between 0.07 and 10 \(\mu\)m is retrieved. The refractive index is assumed independent of aerosol size (i.e., no difference between fine and coarse aerosols), but it may depend on wavelength. Particles represent a mixture of spheres and spheroids (Dubovik et al., 2006), where the fraction of spheres is a fitted parameter. In addition to size distribution and refractive index, the central height of a Gaussian shaped height distribution is also retrieved.

The development of GRASP, as described by Dubovik et al. (2011), has mainly been focused on aerosol retrievals over land. GRASP has a large variety of approaches for surface reflection description based on the semi-empirical and physical models of BRDM for ocean and land surfaces. In the semi-empirical models, BRDM is presented as the sum of the semi-empirical BRDF models, such as the Rahmann–Pinty–Verstraete (RPV) and Ross–Li models, and the reflection matrix based on Fresnel reflection from surface models of Maïgnan et al. (2009) and Litvinov et al. (2011a,b). For these models, 4 parameters are retrieved (one scaling and two directional parameters of BRDF and one scaling parameter for Fresnel-based reflection matrix). In principle, all these parameters are allowed to change with wavelength but for the directional parameters and the scaling parameter for Fresnel-based reflection matrix the wavelength dependence is highly constrained. Physical BRDM model for land surfaces is described by Litvinov et al. (2012). This model works with 4 parameters related to physical properties of surfaces (albedo of a surface element, surface roughness, fraction of surface) for the Fresnel reflection. One parameter out of four (surface albedo) is spectrally dependent while three others are common parameters for all elements of surface BRDM.

GRASP inversion method is statistically optimized minimization as described by Dubovik and King (2000) and Dubovik (2004). Here, the

### Table 3.3

<table>
<thead>
<tr>
<th>1D vRT model</th>
<th>Institution</th>
<th>Solution method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>JPL</td>
<td>Monte Carlo</td>
<td>Davis et al. (in preparation)</td>
</tr>
<tr>
<td>MarCh</td>
<td>JPL</td>
<td>Markov chain formalism, accelerated with adding</td>
<td>Xu et al. (2011a,b)</td>
</tr>
<tr>
<td>SCIATRAN</td>
<td>University of Bremen</td>
<td>Discrete ordinates</td>
<td>Rozanov et al. (2014)</td>
</tr>
</tbody>
</table>

### Table 4.1

Characteristics of selected aerosol retrieval algorithms for multi-angle photo-polarimetric measurements. \(N\) is the columnar aerosol concentration \(R_{pol}\) is the polarized reflectance (see Eq. (3.24)).

<table>
<thead>
<tr>
<th>Institution</th>
<th>Reference</th>
<th>LOA (GRASP)</th>
<th>LOA (OP)</th>
<th>SRON</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral range</td>
<td>RSP</td>
<td>410–2300 nm</td>
<td>440–1020 nm</td>
<td>670–855 nm</td>
</tr>
<tr>
<td>Measurement</td>
<td>(R_{pol})</td>
<td>(R, Q, U)</td>
<td>(R, R_{pol}) (ocean), (R_{pol}) (land)</td>
<td>(R, Q, U)</td>
</tr>
<tr>
<td>Surface</td>
<td>Land</td>
<td>Land &amp; ocean</td>
<td>Ocean</td>
<td>Ocean</td>
</tr>
<tr>
<td>Aerosol parameters</td>
<td>(r_o, v_o, n_o, n_i, N) for bi-modal size distribution</td>
<td>size distribution (16 bins), (n_o, n_i), fraction non-spherical</td>
<td>(R_{pol}) &amp; aerosol model</td>
<td>(r_o, v_o, n_o, n_i, N) for bi-modal size distribution</td>
</tr>
<tr>
<td>Surface parameters</td>
<td>Fresnel scaling (angle dependent)</td>
<td>RPF parameters, BPDF scaling</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Online RT (if so numerical method)</td>
<td>Yes (adding/doubling)</td>
<td>Yes (successive orders of scattering)</td>
<td>No</td>
<td>Yes (Gauss–Seidel iteration)</td>
</tr>
<tr>
<td>Inversion technique</td>
<td>Optimal estimation</td>
<td>Regularization with smoothness constraints</td>
<td>Least squares</td>
<td>Tikhonov regularization with prior</td>
</tr>
<tr>
<td>Iteration technique</td>
<td>Levenberg–Marquardt</td>
<td>Gauss–Newton</td>
<td>(n/a)</td>
<td>Reduced step Gauss–Newton</td>
</tr>
<tr>
<td>Multi-pixel</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>
cost function to be minimized contains a term minimizing the difference between forward model and measurement and a side constraint imposing smoothness of the size distribution and spectral dependence of the refractive index and of directional surface parameters.

The GRASP algorithm is capable of doing conventional “single-pixel” retrievals but also has the capability to make “multi-pixel” retrievals, i.e., inverting measurements for a group of ground pixels simultaneously. In contrast to MISR’s operational aerosol retrieval, GRASP’s multipixel approach does not assume the same aerosol properties within inverted group of the pixels. The retrieved parameters may change but allowed variability is restricted by a priori smoothness constraints. In addition, the group of pixels inverted in multi-pixel retrieval of GRASP includes multiple-temporal observations. This allows for constraining retrieval by applying both smoothness constraints on the spatial variation of aerosol properties and also on the temporal variation of surface properties. The application of these multi-pixel smoothness constraints is implemented in the frame of rigorous statistical optimization. (We emphasize here that this multi-pixel methodology operates statistically in the aerosol retrieval through the so-called “regularization” term of the cost function where the RT is modeled in 1D; this is not to be confused with the physics-based multi-pixel approach used by Langmore et al. (2013) where 3D RT is used deterministically in the cost function to be minimized.) Detailed mathematical derivations are provided in Dubovik et al. (2011). Examples of retrievals are shown in Figs. 4.1 and 4.2.

4.5. The SRON/POLDER algorithm

The SRON-POLDER algorithm, as described by Hasekamp et al. (2011), utilizes measurements of intensity I and relative Stokes fractions Q/I and U/I at 490 nm and 670 nm. Hasekamp et al. (2011) focus on aerosol retrievals over the ocean. Here, the BRDM of the ocean is modeled taking into account underwater scattering, where the ocean optical properties are parameterized as function of the chlorophyll concentration (Chowdhary et al., 2006), Fresnel reflection on the rough ocean surface (Cox and Munk, 1954), and the contribution of whitecaps.

To define the state vector for the retrieval problem it is assumed that the aerosol size distribution can be described by bimodal lognormal functions for small and coarse modes, respectively. The aerosol parameters included in the state vector at a given point are for each mode the effective radius \( r_e \), the effective variance \( v_e \), (see, e.g., Hansen and Travis, 1974), the aerosol loading, and the real and imaginary parts of the refractive index. In addition to these aerosol parameters the following ocean properties are included in the state vector: chlorophyll a concentration [CHL], wind speed, and parallel and perpendicular to the solar plane (defined by the incoming solar beam and the zenith direction), and the fraction of the PARASOL pixel footprint that is covered by whitecaps.

To retrieve the state vector from the PARASOL measurements, the inversion algorithm implemented by Hasekamp and Landgraf (2005) is based on Phillips–Tikhonov regularization (Phillips, 1962; Tikhonov, 1963). The Phillips–Tikhonov method finds the retrieved state vector \( \mathbf{x} \) by minimizing a cost function that is the sum of the least squares cost function and a constraint term containing the weighted difference between the state vector and an a priori state vector. That 2nd term in the cost function is weighted by a regularization parameter. An appropriate value for the regularization parameter is found using the so-called “L-curve” technique (Hansen and O’Leary, 1993). Since the retrieval problem is nonlinear it is solved iteratively using a Gauss–Newton iteration scheme with a progressively reduced step size (i.e., the step size is decreased gradually during the course of the iteration). The validation of retrievals over ocean is demonstrated in Figs. 4.3 and 4.4.

An alternative version of the SRON aerosol retrieval scheme for ground-based aerosol retrievals is currently being explored, where a neural network (NN) algorithm is used to generate a first guess as a replacement for the LUT (Di Noia et al., 2015). The main advantage of this solution is that it makes it easier to improve the quality of the first guess. In fact, improving the quality of the LUT retrievals themselves would require a considerable increase in the number of LUT entries, with negative effects on retrieval speed and memory requirements.

In very general terms, NN retrievals are performed by fitting the parameters of a nonlinear function that maps the measurement vector onto the state vector to be retrieved, using a large number of input–output coincidences stored in a training set. While the training of a NN can be a time consuming process, a trained NN can be used to deliver retrievals in fractions of seconds. NNs have already proven successful in solving a number of remote sensing tasks, such as temperature and humidity retrievals (Aires et al., 2002; Blackwell, 2005), ozone profile retrievals (Del Frate et al., 2002; Müller et al., 2003), precipitation and cloud measurements (Tapiador et al., 2004; Loyola, 2006), and have been investigated for aerosol retrievals from MODIS (Vucetic et al., 2008; Ristovski et al., 2012). In a similar way, a suitably trained NN for the retrieval of the aerosol properties from spectropolarimetric data can be expected to provide fast and accurate retrievals. The idea behind the use of these retrievals as first guess in an iterative algorithm is that they can be then further improved through an inversion based on full radiative transfer calculations.

The training set for the NN used in the SRON retrieval algorithm has been generated by performing circa half million radiative transfer simulations. A set of 8 aerosol parameters (effective radius, complex refractive index and optical thickness at 550 nm for the fine and the coarse mode of a log-normal size distribution) have been randomly varied within a physically meaningful range. Ground-based measurements of reflectance and degree of polarization at 3 wavelengths (490, 675 and 870 nm) and six VZAs and the azimuthal angle of 180° have been simulated using a polarimetric radiative transfer model. The simulated measurements and the corresponding combinations of aerosol parameters have been used as input and output variables for the neural model respectively. The SZA and the surface pressure have been used as additional input variables for the NN inversion scheme. In the case of retrievals using simulated data, the use of the aforementioned NN as a first guess in the SRON retrieval scheme has resulted in an increased number of successful retrievals (retrievals that achieved a goodness-of-fit parameter smaller than 2) of almost a factor 2 compared to the original algorithm using a LUT as first guess. Preliminary applications to real ground-based observations from the SPEX (Spectropolarimeter for Planetary EXploration) instrument also show an increase in the number of successful retrievals, and a considerable improvement in the estimate of the imaginary part of the aerosol refractive index (Di Noia, 2015; van Harten et al., 2014). Airborne and space-based versions of SPEX are under development.

4.6. The retrieval algorithm for the Directional Polarimetric Camera (DPC)

The main scientific objective of DPC lies in environmental monitoring of urban environments making use of the high-resolution capability. An algorithm for retrieving simultaneously aerosol optical properties from multi-angular polarized data was developed (Cheng et al., 2011), which simultaneously provides the aerosol optical thickness and the Ångström exponent (AE).

The retrieval algorithm is based on a LUT, which is a function of aerosol optical thickness, aerosol optical model, surface polarized reflectance model, and viewing and illumination geometries. To solve most of the ambiguity in retrieving aerosol optical properties using the DPC measurements alone, ground-based measurements are used to constrain the inversion in terms of the key characteristics of a local aerosol model, including spectral complex refractive index, size distribution, and vertical distribution of aerosol optical parameters. The Nadal–Bréon model for the BDIF was used to simulate the multi-angular polarized radiance over vegetation surfaces, and was adjusted using DPC polarized measurements at low altitude (Xie et al., 2011).

In the retrieval program, the sun–sensor geometric parameters, including the solar zenith angle, the sensor-view zenith angle, and the relative azimuth angle, were first prescribed for each pixel of DPC measurements. Because the DPC can observe a single spot with 6 viewing
zenith angles, observations at 6 scattering angles for each pixel in the retrieval algorithm. Thus, using spectral bands, each pixel is used will have 12 pieces of observations for the determination of AOT and AE. The retrieval algorithm employs the least mean squares fitting method in the form of a series of numerical iteration procedures to search for the computed polarized reflectance that best matches the polarized reflectance observed by the DPC.

4.7. The GISS/RSP algorithm

The GISS/RSP retrieval algorithm is described by Waquet et al. (2009a) and Knobelspiesse et al. (2011) for aerosol retrievals over land. RSP is an airborne prototype of the Aerosol Polarimetric Sensor (APS) on the Glory satellite that unfortunately failed at launch in 2011. The main idea behind the RSP retrieval algorithm is to use only measurements of the polarized reflectances \( R_p \), as in these signals the influence of surface reflectance is small, spectrally flat, and relatively simple to model. The algorithm exploits the full spectral range of RSP between 410 and 2250 nm. As a first step the contribution of polarized surface reflectance, a scaling of the Fresnel polarized reflection function \( R'_p \) for a refractive index \( n = 1.5–0.5i \) is used:

\[
R_p(\theta, \phi) = \xi R'_p(\gamma),
\]

where \( \gamma(\theta_0, \theta, \phi) \) is the surface scattering angle (at the micro-facet scale, cf. Appendix A) and \( \xi \) is the scaling coefficient. Since the different viewing directions of RSP are not perfectly co-located the scaling coefficients are determined for each viewing direction separately. The retrieved polarized surface reflectance at 2250 nm is used at the other wavelengths as input for the aerosol retrieval, because the surface polarized reflectance is assumed to be spectrally flat.

For the retrieval of aerosol properties a bi-modal aerosol model for spherical aerosols is assumed, of which the corresponding 10 aerosol parameters \( (r_e, v_e, n_r, n_i, N) \) of both the fine and coarse mode) are unknown parameters. Here, the real and imaginary parts of the refractive index are wavelength dependent but a correlation between different wavelengths is assumed. The aerosol parameters are retrieved from the RSP measured polarized reflectances using an Optimal Estimation approach combined with the Levenberg–Marquardt iterative method to account for the nonlinearity of the forward model. The a priori information on aerosol properties needed for Optimal Estimation is obtained from the climatology of Dubovik et al. (2002). The first guess aerosol properties to start the iterative procedure are obtained by performing a LUT-based retrieval for a number of standard aerosol models. At each iteration step, new scaling coefficients for the Fresnel surface model are determined taking into account the residual aerosol effect at 2250 nm. The developed technique is very powerful and currently is being updated for the application to other polarimetric observations (RSP, AirMSPI, 3MI) with main modifications with respect to the first guess determination (analytical radiative transfer approximations, NNs, atmospheric chemistry models, LUTs).

5. Passive determination of the aerosol profile from oxygen A-band spectroscopy

Yamamoto and Wark (1961) first proposed that O2 A-band spectroscopy (759–770 nm) could be used to obtain cloud top height since, to a first approximation, the absorption spectrum is determined by the two-way transmission of the sunlight through the airmass above the cloud. It was eventually realized that, due to the significant photon path length cumulated inside the cloud, the cloud top pressure/height estimate would be biased low (Wu, 1985). However, for that very same reason, physical cloud thickness can be estimated from the A-band data as long as there is sufficient spectral resolution (O’Brien, and Mitchell, 1992; Heidinger and Stephens, 2000; Stephens and Heidinger, 2000) and/or angular sampling (Ferlay et al., 2010) to unravel the above-cloud and in-cloud paths. Both observational and theoretical research are ongoing, motivated by this novel way of passively profiling the cloudy atmosphere using scattering, similar to what the competing

Fig. 4.1. The retrieval of AOT using POLDER-3 data with the GRASP algorithm.
Fig. 4.2. Ground-based validation of retrieval of aerosol optical depth (AOD) and single scattering albedo (SSA) using POLDER-3 data with the GRASP algorithm.

Fig. 4.3. PARASOL over ocean retrievals versus AERONET. (Left) AOD at 490 nm, (middle) AOD at 670 nm, and (right) Angstrom exponent. For PARASOL, the median of the retrieval results within 40 km from the AERONET site are shown. For AERONET, the median is shown over a 2-hour period. The error bars show the peak-to-peak variability of the AERONET values within 2 h. We consider comparisons for which at least three AERONET measurements are available in the 2-hour period, and three PARASOL retrievals with the 40 km radius. Adapted from Hasekamp et al. (2011).
active technologies (mm-wave radar and lidar) do, but with far simpler instrumentation offering the possibility of imaging cloud height, and maybe thickness as well. Can the same feat be done for aerosols?

In the absence of clouds, remote sensing of the O$_2$ A-band offers a priori a convenient means to estimate surface pressure (Barton and Scott, 1986), especially over vast oceanic areas with too few weather stations, let alone radio-sondes, hence severely reduced accuracy in numerical weather prediction. It was soon realized that one of the major sources in uncertainty in surface pressure estimates obtained from such passive remote sensing techniques is aerosol scattering in the atmosphere (Mitchell, 1987; Mitchell and O’Brien, 1987). Aerosols induce error in the following ways: (1) by direct scattering of sunlight into the observing beam, thus shortening the effective absorption path length; (2) by illumination of the satellite footprint with diffuse (single or multiple) scattered light, thereby lengthening the absorption path; and (3) by the scattering into the observing beam of light reflected from arbitrary points on the surface, thereby lengthening the absorption path. The effect of an aerosol layer on the apparent pressure depends on its thickness and altitude.

Timofeyev et al. (1995) pioneered the application of information content analysis to determine the potential of O$_2$ A-band measurements to retrieve vertical profiles of aerosol optical properties. van Diedenhoven et al. (2005) studied the effects of aerosols on the retrieval of surface pressure using simulated SCIAMACHY measurements for...
atmospheres with different aerosol loads. They found that, depending on the surface albedo, the surface pressure could be under- or over-estimated by neglecting scattering due to aerosols.

Recently, the effects of polarization have begun to be considered. Stam et al. (1999) illustrated the use of linear polarization measurements in the O$_2$ A-band to obtain aerosol vertical profile information. Knibbe et al. (2000) recognized that the linear polarization of sunlight reflected by cloudy areas on Earth is sensitive to the cloud top pressure as a result of molecular scattering above the clouds and showed that cloud top pressures could be derived using photo-polarimetry. Stam et al. (2000) demonstrated that, for an instrument with a given polarization sensitivity, the best way to decrease errors in the radiances (which in turn decrease errors in retrieved atmospheric parameters such as cloud top height) is to simultaneously measure the radiance and state of polarization of the observed light. Zeng et al. (2008) showed that polarization data could be used together with radiance data to constrain the vertical distribution of aerosol composition.

Clearly, aerosols are a significant factor in the determination of surface and cloud top pressure. Gabella et al. (1999) showed that aerosol profile variations could be retrieved using radiance measurements in the O$_2$ A-band. The fundamental physical reason for using the O$_2$ A-band is the large dynamic range of absorption as a function of wavelength. Where there is high absorption, the reflected signal that reaches the satellite comes from the upper part of the atmosphere, whereas at regions of lower absorption scattering from lower layers becomes increasingly more pronounced.

However, this technique is not very effective when there are multiple aerosol layers in the atmosphere. Jiang et al. (2003) and Boesche et al. (2008) showed that the degree of linear polarization inside the O$_2$ A-band offers an additional constraint on the vertical distribution of aerosol and cirrus clouds. In the line cores, the strong absorption shields the lower layers of the atmosphere from incident sunlight. Therefore most of the light has been scattered at high altitudes, whereas in the continuum no such shielding occurs. Thus, the change in polarization between the continuum and the line cores reflects the different polarizing properties of the aerosols in the lower and upper parts of the atmosphere. In other words, polarization provides information about the location as well as the type of aerosol. The latter is not possible with radiance-only measurements. Further, even the former is hard to attain without high spectral resolution.

With the launch of the JAXA Greenhouse Gases Observing Satellite (GOSAT) (Kuze et al., 2009), and the NASA Orbiting Carbon Observatory-2 (OCO-2) (Crisp et al., 2004), we now have high spectral resolution polarimetric O$_2$ A-band measurements from space. The time is therefore ripe to realize the potential of the O$_2$ A-band to perform aerosol profile retrievals. Further, combining O$_2$ A-band measurements with multi-wavelength, multi-angle polarimetric measurements such as that from POLDER (cf. Section 2.1.3) has tremendous potential to revolutionize aerosol remote sensing since the former constrains the aerosol vertical distribution while the latter is sensitive to the microphysical parameters.

6. Summary, conclusions and outlook

Aerosol remote sensing using spaceborne instrumentation remains a challenge. This is because particles suspended in atmosphere can have vastly different origins and histories that influence their chemical composition, shape, and size distributions that, ultimately, determine their observable optical properties.

NASA's CALIPSO mission (Winker et al., 2010) has demonstrated that a space-based LIDAR (Light Detection And Ranging) such as CALIOP (Cloud-Aerosol Lidar with Orthogonal Polarization) is a powerful active technique for probing the atmospheric aerosol, especially with the possibility to measure depolarization in the returned light pulse. However, CALIOP's backscattering lidar signal does not disambiguate between aerosol extinction and the phase function (at 180°). ESA's EarthCARE mission will have that capability thanks to the adopted HSRL (high spectral resolution lidar) technology (Hélier et al., 2012). Notwithstanding, spaceborne lidar captures only a rapid sequence of vertical atmospheric profiles, a 2D transect or “curtain” along the sub-satellite ground track. Many applications call for more comprehensive spatial and temporal sampling offered only by passive imaging sensors and, better still, for improved aerosol characterization, combined active/passive instrumentation.

In the present survey, we have described the state-of-the-art in multi-spectral/multi-angle/multi-polarization sensor development as well as in the corresponding physics-based multi-dimensional forward signal modeling using “vector” radiative transfer. We also discussed the current approaches used to solve the associated inverse problem. Since the aerosol-laden atmosphere can be anywhere between from highly to moderately transparent, we have confronted the complication in aerosol remote sensing caused by the underlying surface, with special attention to its spectral, bidirectional and polarization reflection characteristics. Finally, we have reported on on-going research into the exploitation of passive oxygen A-band spectroscopy to infer at least a coarse vertical profile of the aerosol.

However, by adopting upfront the “1D” framework for polarized radiative transfer, we have completely ignored “pixel adjacency” effects, i.e., the influence of the horizontal variability of the underlying surface properties as well as of atmospheric properties, particularly, clouds and in opaque aerosol plumes that can occur near potent sources of particles (fires, industrial facilities, and so on). Either ways, “3D” radiative transfer models are required to quantify these effects. Possible biases due to spatial fluctuations of surface albedo have been extensively investigated (see brief discussion and many references in Section 3.4).

Similarly, aerosol remote sensing in the vicinity of clouds remains an important and challenging problem. This can be when the clouds are spatially resolved, the “cloud adjacency” problem (Zhang et al., 2005; Wen et al., 2007; Marshall et al., 2008; Várnai and Marshak, 2009, 2011; Chand et al., 2012), or when the clouds and aerosols are mixed inside a wide footprint pixel, the “cloud contamination” problem (Kaufman et al., 2005; Zhang et al., 2005; Hasekamp, 2010; Knobelspiesse et al., 2011; Davis et al., 2013). These 3D surface or atmospheric violations of the assumed 1D forward signal modeling will thus remain a subject of vigorous research that will lead in time to operational models with improved fidelity. In the meantime, satellite data processing will go through rigorous cloud (or dense aerosol plume) screening procedures to ensure the quality of 1D-based retrievals and, whenever possible, a quantified uncertainty due to forward model error will be added to the overall retrieval error budget.

Finally, there is a growing interest in targeting tropospheric aerosols above extended cloud decks with purely passive remote sensing. This can be done by exploiting polarization (Waquet et al., 2009b; Hasekamp, 2010) or the strong absorption present in aerosols, e.g., smoke and dust, that are most likely to be lofted above the clouds and transported over long distances (Torres et al., 2012; Jethva et al., 2013). Another problem is to detect and characterize aerosols below an elevated cirrus cloud layer, in which case multi-angle observations are key (Pierce et al., 2010). These situations can be addressed within the framework of 1D radiative transfer, polarized if necessary, with added sophistication in the stratified structure of the atmosphere.

An important conclusion is that to increase the information content one needs to use multi-angular polarimetric measurements in several carefully selected wavebands. Spectral intensity-only measurements at a single view angle may provide reliable measurements if correct a priori information is used such as the surface spectral albedo, aerosol type, and phase function (Kokhanovsky and de Leeuw, 2009; Kokhanovsky et al., 2010b). However, generally, multi-angular (and also polarimetric) measurements are needed to better constrain the inverse problem solution (King et al., 1999; Lebsock et al., 2007). New spaceborne optical devices such as multirange imaging
spectropolarimeters (see, e.g., Marbach et al., 2013) will provide a wealth of information, which can be used for the further advance of our knowledge on global atmospheric aerosol properties (Kinne et al., 2013).

List of abbreviations and acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>one-dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>three-dimensional</td>
</tr>
<tr>
<td>3MI</td>
<td>Multi-viewing Multi-channel Multi-polarization Imager (EUMETSAT mission)</td>
</tr>
<tr>
<td>ACE</td>
<td>Aerosol–Cloud–Environment (Tier 2 NASA Decadal Survey mission)</td>
</tr>
<tr>
<td>ADEOS</td>
<td>Advanced Earth Observing Satellite (JAXA satellite series)</td>
</tr>
<tr>
<td>AERONET</td>
<td>Aerosol ROBOTic NETwork</td>
</tr>
<tr>
<td>AE</td>
<td>Angstrom exponent</td>
</tr>
<tr>
<td>AOTP</td>
<td>aerosol optical thickness</td>
</tr>
<tr>
<td>AirMSPI</td>
<td>Airborne MSPI</td>
</tr>
<tr>
<td>APS</td>
<td>Aerosol Polarimetry Sensor</td>
</tr>
<tr>
<td>BC</td>
<td>boundary condition</td>
</tr>
<tr>
<td>BRDF</td>
<td>bidirectional reflectance distribution function</td>
</tr>
<tr>
<td>BRDM</td>
<td>bidirectional reflectance distribution matrix</td>
</tr>
<tr>
<td>BRF</td>
<td>bidirectional reflectance factor</td>
</tr>
<tr>
<td>CALIOP</td>
<td>Cloud–Aerosol Lidar with Orthogonal Polarization (main CALIPSO instrument)</td>
</tr>
<tr>
<td>CALIPSO</td>
<td>Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observations (satellite)</td>
</tr>
<tr>
<td>DOLP</td>
<td>degree of linear polarization</td>
</tr>
<tr>
<td>DPC</td>
<td>Directional Polarimetric Camera</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Center for Medium-term Weather Forecasting</td>
</tr>
<tr>
<td>EM</td>
<td>electro-magnetic (e.g, waves)</td>
</tr>
<tr>
<td>EUMETSAT</td>
<td>European Meteorological Satellite Organization</td>
</tr>
<tr>
<td>FOV</td>
<td>field of view</td>
</tr>
<tr>
<td>GRASP</td>
<td>Generalized Retrieval of Aerosol &amp; Surface Properties</td>
</tr>
<tr>
<td>HARP</td>
<td>HyperAngular Rainbow Polarimeter</td>
</tr>
<tr>
<td>HySPAR</td>
<td>HyperSpectral Polarimeter for Aerosol retrievals</td>
</tr>
<tr>
<td>GCOM</td>
<td>Global Change Observation Mission (JAXA satellite series)</td>
</tr>
<tr>
<td>IFOV</td>
<td>instantaneous FOV</td>
</tr>
<tr>
<td>IGBP</td>
<td>International Geosphere–Biosphere Program</td>
</tr>
<tr>
<td>ISSI</td>
<td>International Space Science Institute (Bern, Switzerland)</td>
</tr>
<tr>
<td>JAXA</td>
<td>Japanese space agency</td>
</tr>
<tr>
<td>JPL</td>
<td>Jet Propulsion Laboratory (NASA Center)</td>
</tr>
<tr>
<td>LOA</td>
<td>Laboratoire d’Optique Atmosphérique (CNRS research unit at Université Lille 1)</td>
</tr>
<tr>
<td>LUT</td>
<td>Look-Up Table</td>
</tr>
<tr>
<td>MarCh</td>
<td>a (largely linearized) Markov Chain 1D vRT model</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo (numerical integration method)</td>
</tr>
<tr>
<td>MISR</td>
<td>Multiangle Imaging Spectroradiometer</td>
</tr>
<tr>
<td>MODIS</td>
<td>MODerate resolution Imaging Spectroradiometer</td>
</tr>
<tr>
<td>mRPV</td>
<td>modified RPV (parametric BRDF model)</td>
</tr>
<tr>
<td>MSPI</td>
<td>Multiangle SpectroPolarimetric Imager</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Agency</td>
</tr>
<tr>
<td>NDVI</td>
<td>Normalized Difference Vegetation Index</td>
</tr>
<tr>
<td>NN</td>
<td>neural network</td>
</tr>
<tr>
<td>NSV</td>
<td>normalized Stokes vector</td>
</tr>
<tr>
<td>PARASOL</td>
<td>Polarization and Anisotropy of Reflectances for Atmospheric Science coupled with Observations from a Lidar</td>
</tr>
<tr>
<td>PACS</td>
<td>Passive Aerosol &amp; Clouds Suite Polarimeter</td>
</tr>
<tr>
<td>PEM</td>
<td>photo-elastic modulator</td>
</tr>
<tr>
<td>PODEX</td>
<td>POLarization Definition EXperiment</td>
</tr>
<tr>
<td>POLDER</td>
<td>Polarization and Directionality of Earth Reflectance</td>
</tr>
<tr>
<td>PSD</td>
<td>particle size distribution</td>
</tr>
<tr>
<td>RPI</td>
<td>Rainbow Polarimetric Imager</td>
</tr>
<tr>
<td>RPV</td>
<td>Rahmann–Pinty–Verstraete (parametric BRDF model)</td>
</tr>
<tr>
<td>RSP</td>
<td>Research Scanning Polarimeter</td>
</tr>
<tr>
<td>RT</td>
<td>radiative transfer</td>
</tr>
<tr>
<td>SCIAMACHY</td>
<td>Scanning Imaging Absorption Spectrometer for Atmospheric Chartography</td>
</tr>
<tr>
<td>SCIATRAN</td>
<td>1D RT code (designed originally to support the SCIAMACHY mission)</td>
</tr>
<tr>
<td>S-GLI</td>
<td>Second generation Global Imager</td>
</tr>
<tr>
<td>SPEX</td>
<td>Spectropolarimeter for Planetary Exploration</td>
</tr>
<tr>
<td>SRON</td>
<td>Netherlands Institute for Space Research</td>
</tr>
<tr>
<td>SSA</td>
<td>single scattering albedo</td>
</tr>
<tr>
<td>SWIR</td>
<td>shortwave infrared</td>
</tr>
<tr>
<td>SZA</td>
<td>solar zenith angle</td>
</tr>
<tr>
<td>TOA</td>
<td>top-of-atmosphere</td>
</tr>
<tr>
<td>V8V</td>
<td>Verification and Validation</td>
</tr>
<tr>
<td>VNIR</td>
<td>visible/near infrared (spectral range)</td>
</tr>
<tr>
<td>VZA</td>
<td>Viewing Zenith Angle</td>
</tr>
</tbody>
</table>
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Appendix A. Reflectivity of underlying surfaces

A.1. Definitions

The intrinsic reflectance properties of underlying surfaces are described by a bidirectional reflection distribution matrix (BRDM) \( \rho = \mathcal{R} I \mathcal{F} / \pi \) that was introduced in Eq. (3.21b) to describe the lower boundary condition on the 1D vRT problem germane to aerosol remote sensing from space. It provides a relation between the Stokes parameters of reflected (i.e., surface-scattered) and incident radiation fields (see, e.g., Mishchenko and Travis, 1997):

\[
I = \mathcal{R} I \mathcal{F} \mu_0 / \pi. \tag{A.1}
\]

Here, \( I = [I, Q, U, V]^{T} \) is the formal Stokes column vector describing the radiance and polarization state of surface-scattered radiation (superscript \( T \) stands for “transposed”), and \( \mathcal{F} = [F_0, F_q, F_u, F_v]^{T} \) is the incoming Stokes vector, describing total and polarized incident irradiances perpendicular to the incident direction \( (\phi_0, \psi_0) \). To describe the quantities that determine \( \mathcal{R} I \), we will need: the wavelength \( \lambda \) of the incident and scattered radiation; \( \phi \) to denote the azimuth angle difference \( \psi_0 - \phi_0 \), with \( \phi_0 \) and \( \psi_0 \) being the solar and viewing azimuth angles, respectively; \( \phi_0 \) and \( \psi_0 \) for the solar and viewing zenith angles, respectively; \( \theta_0 = \pi - \phi_0 \) and \( \theta_{inc} = \phi_0 - \phi_{inc} \) being the incident zenith angle in the interval \( (\pi/2, \pi) \); and \( \mu_0 = \cos \theta_0 \).

When the incident radiation is unpolarized, the element \( \mathcal{R}_{11} \) of the matrix \( \mathcal{R} I \) is the surface total reflectance (denoted hereafter as \( \mathcal{R}_0 \)), and
the elements \(R_{21}\) and \(R_{31}\) define surface linearly polarized reflectances (denoted hereafter as \(R_p\)):

\[
I = R_1 F_0 \mu / \pi, \\
Q = R_{21} F_0 \mu / \pi, \\
U = R_{31} F_0 \mu / \pi, \\
R_p = \sqrt{R_{21}^2 + R_{31}^2},
\]

Here, \(F_0\) is the incident radiant energy flux per unit area perpendicular to the incident beam (implicitly, in a narrow spectral band around \(\lambda\)). This definition of total and polarized reflectances has been used by different authors (Roujean et al., 1992; Nadal and Bréon, 1999; Maignan et al., 2009). The definition of the surface total reflectance used here is equivalent to the definition of the bidirectional reflectance factor (BRF), see, e.g., Schaeppman-Strub et al. (2006). Implicitly, we suppose here that directional surface reflectance properties vary weakly within the instrument’sIFOV, thus the conical reflectance quantities are equivalent to the directional ones.

It must be noted that vector radiative transfer calculations for a coupled atmosphere–surface system require all elements of the BRDM for surfaces rather than only the surface total and polarized reflectances (\(R_t\) and \(R_p\)). However, it is usually assumed that surface reflections are strongly depolarizing over a wide range of scattering angles. This is the case, for example, for complex media causing considerable diffuse scattering (Woolley, 1971; Savenkov et al., 2003; Tishkovets et al., 2004; Muñoz et al., 2007). Under these conditions the elements (1,1), (2,1), and (3,1) of the BRDM for surfaces give the main contribution to the top-of-atmosphere (TOA) total and polarized reflectances. Let us note that the effect of the elements (2,2) and (3,3) of BRDM on top-of-atmosphere polarized reflectance may be noticeable in high-accuracy polarization measurements. The corresponding effects are subjects for future investigations.

**A.2. Illustration**

We show the elements of the BRDM for soil and sand in Fig. A.1. The soil sample is from the Goloseevo Forest near Kiev (Ukraine, April 2014) and sand is the river sand with average dimension of grain of 50 \(\mu\)m. For these measurements the complete Mueller-polarimeter described by Savenkov (2002) was used. We have used backward scattering geometry in the principle plane with fixed incident angle 10° relative to normal to the surface of samples and observation angles in the range 5°–80° resulting in scattering angles of 90° to 165°. The wavelength of the incident light was 630 nm. The incident laser beam was widened to 10-mm diameter to exclude the influence of surface local inhomogeneity on light scatter.

Fig. A.1 shows the measured BRDM elements as functions of observation angle for all samples. Each point presented in the figure is a result of averaging over 500 realizations of the single measurements. Except for the element (1,1) all matrix elements are normalized to the first one. There are no error bars shown in Fig. A.1 because values of the

![Fig. A.1. BRDM elements for soil and sand samples in the principal plane. The incident angle is 10° and the wavelength is 630 nm. Scattering angles range from 90° to 165°.](image-url)
standard deviations are comparable with the symbols plotted and below 3%. To avoid potential calculation problems we investigated the reliability of the measured scattering matrices by checking that all of them satisfy the Cloude test (Cloude and Pottier, 1995) within the experimental errors at each observation angle. As it can be seen the eight matrix elements \( m_{13}, m_{14}, m_{23}, m_{24}, m_{31}, m_{32}, m_{41}, \) and \( m_{42} \) are zero within the experimental errors over the entire observation angle range and, thus, the BRDM has a block-diagonal structure. The elements \((3,4)\) and \((4,3)\) are also close to zero. However, elements \((2,2)\) and \((3,3)\) are not negligible when observed in some specific directions. The element \((1,3)\) is close to zero because the observations have been performed in the principal plane, when the normal to the layer and both light beams are in the same plane.

The semi-empirical models for the surface total and polarized reflectances \( R_t \) and \( R_p \) are used in practice. If single scattering by randomly oriented elementary surface (or volume) scattering elements gives the main contribution to the polarization of the scattered signal, then \( \eta_{21} \) and \( \eta_{31} \) are related to \( R_p \) via the following simple relations (Hovenier et al., 2004):

\[
\eta_{21} = -R_p \cos 2\eta_v, \tag{A.6}
\]
\[
\eta_{31} = -R_p \sin 2\eta_v, \tag{A.7}
\]

where the dihedral angle \( \eta_v \) is the angle between the scattering plane (the plane containing the solar and viewing directions) and the meridional plane containing the zenith and viewing directions. As shown by Litvinov et al. (2010), the relations \( (A.6) \) and \( (A.7) \) hold for isotropic soil and vegetated surfaces measured with the Research Scanning Polarimeter (RSP) (Cairns et al., 1999; Mishchenko et al., 2007b).

For surface reflectance description on the basis of satellite data, the bidirectional reflection distribution function (BRDF) and bidirectional polarization distribution function (BPDF) are used. When the definitions of surface total and polarized reflectances \( (R_t \) and \( R_p) \) are given by Eqs. (A.1)–(A.5), the BRDF and BPDF differ from \( R_t \) and \( R_p \) by the following normalization (Schaepman-Strub et al., 2006):

\[
\text{BRDF} = \frac{R_t}{\pi}, \quad \text{BPDF} = \frac{R_p}{\pi}. \tag{A.8}
\]

### A.3. A convenient parametric surface BRDM model

In passive aerosol remote sensing from space or aircraft, it is critical to properly capture the surface properties, including its spatial variability, in the retrieval algorithm since aerosol-laden atmospheres are generally semi-transparent. One novel solution is to enhance the atmospheric RT model by coupling it properly to an oceanic RT model, possibly with snow and ice layers between the air and the water, using Fresnel’s laws of reflection and transmission at the interfaces (Zhai et al., 2009; Stamnes et al., 2011). That interfacing should account statistically for micro-scale surface roughening effects, e.g., wind over water. Another novel approach is to reduce the degeneracy of the surface contribution to the aerosol retrieval problem by using a “multi-pixel” analysis of multi-spectral and multiple-angular observations, taking into account that spatial variability of surface reflectance generally occurs over much shorter scales than for the overlying aerosol (Martonchik et al., 2002; Dubovik et al., 2011).

Retrieval methods based on optimal estimation are rapidly gaining popularity, and they call for fully parameterized forward models (as opposed, e.g., to LUTs). Therefore, to complement the parametric representation of aerosol presented in Section 3 of the main text, we need a parametric BRDM with sufficient generality. Following Xu et al. (2011a,b) and Diner et al. (2012), we consider a linear mixture of a depolarizing modified (Martonchik et al., 1998b; Rahman et al., 1993b) or “mRPV” model BRDF complemented with a generic microfacet model (Priest and Meier, 2002) for the polarizing element.
Using the notations adopted in Section 3, we have:

\[
\rho_{\lambda}(\mu', \psi' \to \mu, \psi) = (\alpha_{\lambda}/\pi) |[\mu' \mu(\mu' + \mu)]^{1/2} \exp(b_{\lambda}/\text{diag}(1, 0, 0, 0))
\]

\[
+ \zeta \times \frac{\rho_{\lambda}(\beta')/\cos\beta'}{(4\mu'\mu)} S_{n}(\mu'\mu) \mathcal{L}(\pi - \gamma) \mathcal{F}(\theta_{\lambda}, \eta, \mathcal{L}(-\gamma)),
\]

(A.9)

where \(\mu_0 = \cos\theta_0 = \Omega \cdot \Omega\) is the cosine of the surface-scattering angle, i.e., \(-\mu'\mu + \eta'\cos(\psi' - \varphi)\), where \(\eta = (1 - \mu^2)^{1/2}\) and similarly for \(\eta'\) in the present notations.

Parameters \(k\) and \(b\) in the first term of Eq. (A.9) govern the anisotropy of the surface reflectance in the absence of Fresnel reflectance by micro-facets \((\zeta = 0)\), and they are assumed \(\lambda\)-invariant; \(\text{diag}(1, 0, 0, 0)\) is a diagonal matrix with the assigned values. Parameter \(\alpha_{\lambda}\) is the surface albedo in the limit of a depolarizing Lambertian case \((k = 1, b = \zeta = 0)\) and, in contrast to \(k\) and \(b\), it can depend quite strongly on \(\lambda\). Parameter \(k\) controls the overall shape of the BRDF part of the BRDM, as a function of incidence and reflection angles: if \(k < 1\), we have a “bowl” shaped curve; if \(k > 1\), it is “bell” shaped. Climatological values of \(k\) for diverse land-surfaces range from strongly anisotropic \(0.5\) to quasi-Lambertian \(\approx 0.9\) (R.A. Kahn, pers. comm.), all bowl-shaped. The original (and more popular) RPV model uses a Heneyy–Greenstein term instead of \(\exp(b_{\lambda}/\text{diag})\) in Eq. (A.9); specifically, it becomes \(1 + g^2 - 2g\mu_n\) where \(g\) replaces \(b\) as a parameter that, when positive (negative) reinforces surface scattering in the forward (backward) direction. But the exponential term facilitates linearization (Xu et al., 2012), which are required respectively for numerical solution of the 1D vRT equation and efficient retrievals. Climatological values of \(b\) for diverse land-surfaces range from quite strongly backscattering \(\approx 0.6\) to a weak forward-scattering trend \(\approx 0.06\) (R.A. Kahn, pers. comm.).

Parameter \(\zeta\) measures the relative strength of the polarizing micro-facet component, the second term in Eq. (A.9), and it can be set to unity when the depolarizing component is presumed absent \((\alpha_{\lambda} = 0)\), which is a reasonable assumption for the ocean surface (in the absence of whitecaps and water-leaving radiance). When \(\zeta\) was used to fit AirMSI data over land, it is found to be very small: \(\approx 0.05\) (Diner et al., 2013).

\(\mathcal{F}(\theta_{\lambda}, \eta, \mathcal{L}(-\gamma))\) has 4 independent elements:

\[
F_{\lambda, 21} = -F_{\lambda, 34},
\]

\[
F_{\lambda, 11} = \frac{r_p r_s + r_s r_p'}{2}, \quad F_{\lambda, 12} = \frac{r_p r_s' - r_s r_p'}{2},
\]

\[
F_{\lambda, 33} = \frac{i(r_p r_s' - r_s r_p')}{2}, \quad F_{\lambda, 34} = \frac{i(r_p r_s + r_s r_p')}{2},
\]

(A.10)

where

\[
r_p = \frac{n_s \cos\theta_{\lambda} - \cos\theta_p}{\cos\theta_p + \cos\theta_s}, \quad r_s = \frac{\cos\theta_{\lambda} - n_s \cos\theta_s}{\cos\theta_p + \cos\theta_s}.
\]

(A.11)

The probability density function of the facet tilt angle \(\beta\) with respect to the macroscopic surface normal \((1,0,0)\) is denoted \(p_{\lambda}(\beta)\). \(\beta\) is given by \(\cos\beta = (|\mu' + \mu|)/2(1 - \mu^2)^{1/2}\). We use \(w\) to denote an optional parameter in the tilt angle PDF; it is reserved presently for the surface wind speed in the Cox and Munk (1954) model that is extensively used for roughened ocean surfaces. In that model, \(p_{\lambda}(\beta)\) is taken to be a Gaussian distribution for \(\tan\beta\). Specifically, we have

\[
p_{\lambda}(\beta) = \exp\left(-\frac{\tan^2\beta}{2\sigma_w^2}\right),
\]

(A.12)

where \(2\sigma_w^2 = 0.003 + 0.00512w\) with \(w\) being the surface wind speed in m/s. Other possible choices are \(p(\beta) = \cos\beta/\pi\) for the Bréon et al. (1995) model. Alternatively, one can simply take a uniform distribution: \(p(\beta) = 1/2\pi\).
Finally, $S_p(\mu', \mu)$ is the shadowing function associated with that PDF for $\beta$—a requirement to conserve radiant energy. To the best of our knowledge, $S_p(\mu', \mu)$ is only known in explicit analytical form, so far, for two cases. On the one hand, it was computed by Smith (1967) for the Cox–Munk model in Eq. (A.12) when $|\mu'| = 1$ (nadir viewing); generalized for random viewing geometry, we have (Tsang and Kong, 2001):

$$S_p(\mu', \mu) = 1/[1 + A_s(|\mu'|) + A_r(\mu)].$$  \hspace{1cm} (A.13)

where

$$A_s(\mu) = \frac{1}{2} \left[ \frac{\exp(-X^2/2)}{X\sqrt{\pi}/2} - \text{erfc}\left(\frac{X}{\sqrt{2}}\right) \right] X^{-1/\sqrt{r^2-1}}. \hspace{1cm} (A.14)$$

On the other hand, Brown (1980) generalized Smith’s (1967) method for non-Gaussian slopes, and evaluated $S_p(\mu', \mu)$ explicitly for an exponential distribution. In essence, $S_p(\mu', \mu)$ is the probability that a point on the randomly rough surface is not in shadow when illuminated along a beam with SZA cosine $\mu$, nor is it hidden from view when the VZA cosine is $|\mu'|$.

Since all the above land-surface parameters are in principle added to the list of unknown aerosol properties for the retrieval, it is judicious to design algorithms emphasizing polarization that should have reduced sensitivity to surface reflection.

For the purposes of counting the unknown parameters in the atmosphere/surface remote sensing problem, the above hybrid model as, in summary, a maximum of as many values of $\alpha_i$ as there are wavelengths plus six entries assumed to be spectrally invariant ($k, b, \zeta, w, n_{sr}, n_{si}$). However, $n_{si}$ is generally taken to be 0, and others ($\zeta, w, n_r$) are often assumed to be known quantities in the retrieval algorithms.

A.4. Discussion

A number of surface BRDF models have been used for surface reflection characterization from the Multi-angle Imaging SpectroRadiometer (MISR), the MODerate resolution Imaging Spectroradiometer (MODIS), and the Polarization and Directionality of Earth’s Reflectances (POLDER) instruments: predominantly, the Rahman–Pinty–Verstraete (RPV) and modified RPV (mRPV) models as well as their kernel-based counterparts (Ross–Li and Ross–Roujean models).

For characterization of atmospheric aerosol over land surfaces using POLDER data, the Nadal–Bréon model for polarized reflectance is used (Nadal and Bréon, 1999). More recently, Maignan et al. (2009) introduced for POLDER surface polarized reflectance characterization, a new linear BPDF model with only one free parameter. The RSP airborne instrument provides very accurate surface polarized reflectance measurements (Cairns et al., 1999; Mishchenko et al., 2007b). For accurate description of such measurements, Litvinov et al. (2011a,b) proposed a three-parameter semi-empirical model.

Maignan et al. (2004, 2009) performed an extensive comparison of different BRDF and BPDF models with POLDER satellite data. For the BRDF, Maignan et al. (2004) found that the RPV model (Rahman et al., 1993a,b) and the Ross–Li model (Ross, 1981; Li and Strahler, 1992; Wanner et al., 1995) are both capable of reproducing POLDER measurements, except for the so-called “hot spot” region (the angular region near exact backscattering). To take into account the hot spot effect, also known as the opposition effect, BRDF models must be modified (see, for example, Rahman et al., 1993a,b; Maignan et al., 2004). For

Fig. A.4. Angular dependences of total reflectance and DOLP for a desert surface. The solid curves correspond to POLDER data. The dashed curves show the angular dependences of the model BRDF and the DOLP (Litvinov et al., 2012) for $\lambda = 565$ nm (green curve), $\lambda = 670$ nm (red curve) and $\lambda = 865$ nm (black curve).
the BPDF, it was found that the one-parameter model allows a similar fit to the POLDER data as the previously developed Nadal–Bréon model (Nadal and Bréon, 1999). The cases of highly reflective surfaces such as snow, ice and foam can be treated using the physics-based surface reflection models (Kokhanovsky, 2004; Kokhanovsky and Bréon, 2012). Examples of fitting the semi-empirical BRDF and BPDF models to RSP measurements are shown on Figs. A.2–A.3. Because of their lack of physical basis, the parameters of the semi-empirical BRDF models are not necessarily consistent with the parameters of the semi-empirical BPDF models. Moreover they are weakly related, or not related at all, to the actual physical parameters of the scattering surfaces. That complicates land surface properties characterization and introduces many uncertainties into the problem of aerosol properties retrieval over land (Litvinov et al., 2011a,b).

Natural land surfaces can be very complex scattering objects, which differ by their physical, optical, geometrical, statistical, etc. properties. The physical description of scattering by such media can be quite complicated. Moreover, there cannot be one universal physically based BRDM model, which could be applied to all possible types of surfaces. Nevertheless, very often the type of a surface can be known or easily established (for example, bare soil, desert, vegetated surfaces, etc.). In this case, use of physics-based models of BRDM for aerosol retrieval over land can gain an advantage over the semi-empirical ones. Moreover the physical models of BRDM are very important on their own for surface characterization. At present time, there are, on the one hand, spaceborne and airborne instruments that provide multi-spectral, multi-angle photopolarimetric measurements over a broad variety of land surfaces that can be used in the evaluation of the physical models of BRDM for land surfaces (Deschamps et al., 1994; Cairns et al., 1999). On the other hand, major progress has now been achieved in the theory of light scattering by random media. It is not yet utilized in the existing BRDF and BPDF models for the visible and near-infrared spectral regions (see, for example, Tsang and Kong, 1998). Nevertheless, both BRDF and BPDF models are needed to fully account for the adjacency effect in hyperspectral imagery with spectrally-resolved true color composites (e.g., J. Sel. Top. Appl. Earth Observ. Remote Sens. 6, 1070–1078. http://dx.doi.org/10.1109/JSTARS.2013.2240656).


