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Updates - 1st ISSI Meeting
1st Meeting: 23-27 February 2015

• 14 (+3) participants, 29 talks

1. Observations of coronal rain in the solar atmosphere

• The “standard model” of coronal rain (non-flaring regions) 
(Petra, Luc, Gregal, Teimuraz, Tom S., Lucia, Patrick)

• Observations: Associated phenomena (return flows from prominence eruptions, flocculent flows) 
(Wei, Gregal, Fabio)

• Observations: Coronal rain in post-flare loops 
(Fabio, Kyoko, Juan C.) 

2. Physics of coronal rain 

• Instabilities & waves (2 sessions) 
(Xia, Ramón, Patrick, Fabio, Erwin, Phil, Tom V., Roberto)

3. Workshop – tools for rain analysis 

• IRIS, CRISPEX (Lucia, Gregal)

4. Future prospects

• DKIST, ALMA, SOLAR-C (Tom S., Sven, Kyoko)



• Talks
• Discussion 

sessions

Talks: 45 min 
(30+15)

Calendar



Selected recent work in 
the field

1. ALMA Proposal

2. Selected papers: 

1. Froment C. et al., ApJ. 807 (2015)

2. Straus et al., A&A 582 (2015)

3. Jing J. et al. Nat. Phys., 6:2319 (2016)

4. Scullion E. et al. ApJ (accepted)

5.Soler R. et al. (in prep) -> Tuesday afternoon



ALMA proposal
- The Cool Alter-Ego of the Solar Corona - thus considered as the direct observational consequence of the thermal instability mechanism, and

is partially ionised, dense, multi-thermal (ranging 2000 K to 100,000 K) and clumpy plasma that
accretes towards the stellar surface (see Fig. 1).

~15”

Figure 1: A Hinode/SOT view of the corona over an active region. Several coronal loops undergoing
catastrophic cooling can be seen. The cooling produces coronal rain at 104 K, which traces the loop-
like coronal magnetic field as it falls towards the surface. The left panel is a variance image over half
an hour. The right panel is a snapshot of the rain above the spicular layer (1500 o↵-limb).

A famous example of coronal rain is that produced in post-flare loops, where the strong basal heat-
ing from the flare leads to a massive and cool downflow. However, recent high-resolution observations
have shown that coronal rain is not unique to flares, but is pervasive above active regions [7-9].
Recent studies lead by the PI [8] suggest that the temperatures and density in coronal rain can go

down to 2000 K and up to 1012 cm�3, respectively, but it is not yet clear whether such measurements
are strongly influenced by non LTE line formation and high optical thickness, which make tempera-
ture and density di�cult to estimate. Furthermore, if such temperature and density values are true,
it is not clear whether they are common. Determining the presence of such cold and dense material
in the solar atmosphere is crucial since it implies that coronal heating is an extremely inhomogeneous
process, with a very cool and frequent counterpart. Through the thermometer and high resolution
capability of ALMA in Cycle 4, the atmosphere above an active region can be probed for thermal
bremsstrahlung from the rain. Through coordination with the instruments from the SDO, IRIS and
Hinode missions the full temperature range of the rain, from 2000 K to 200,000 K, can be covered,
which allows to follow and characterise the evolution of thermal instability in active region loops.
At chromospheric temperatures and very high spatial resolution coronal rain is observed to be

clumpy, with width distributions that peak at increasingly small values (less than 0.300) for higher
resolution, and more scattered length distributions that can be as long as a few tens of arcseconds.
Clumps do not occur individually but are often observed as belonging to ‘showers’, that is myriads of
clumps falling simultaneously over significant periods of time (around 10 min or more, and repeatedly)
in a single loop structure that generally spans a width of a few arcseconds. This is illustrated in
Fig. 1, where the variance image over half an hour gives the impression of a continuous flow, whereas
the snapshot clearly shows the clumpy morphology of the rain and the presence of showers.
With ALMA in Cycle 4 we therefore address the following key science questions:

• To what degree is coronal heating a spatially inhomogeneous process? (fully feasible)
• To what degree is coronal heating a temporally inhomogeneous process? (fully feasible)
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• What is the average mass in an active region that is thermally unstable? (feasible)

• What is the average volume in an active region that is thermally unstable? (feasible)

2.2 Immediate objective:

We propose to observe with ALMA in Cycle 4 for the presence and characterisation of coronal rain.
The presence or absence of this phenomenon at chromospheric temperatures, its quantity, brightness
temperature and optical thickness are essential information that can be directly obtained with the
current ALMA capabilities in Cycle 4.
The target should be the o↵-limb active region corona, where coronal rain is commonly seen

along coronal loops. While coronal rain can also be observed on-disk [9], observing o↵-limb o↵ers the
clear advantage of negligible background contribution, thereby leading to a more accurate estimation
of the rain properties. As illustrated in Figs. 1 and 2 the rain can be well seen 1500 above the limb.
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Figure 2: Left panels: the observational model for ALMA with the estimated radio brightness in
Jy/pixel, from the Hinode/SOT observation (Fig. 1). Middle panels: the estimated radio brightness
in Jy/beam in the model resolution. Right panel: the convolved image for each band, simulating what
ALMA would observe. Top and bottom panels correspond to bands 3 and 6, respectively.

With ALMA in bands 3 and 6 at the highest spatial resolution (C40-3) we expect to observe
mainly the rain showers (and large clumps) which have a characteristic width around 300. This is
illustrated in Fig. 2, where we can also see that the inner clumpy structure of the rain showers can
start to be distinguished in band 6 in the C40-3 antenna configuration. Through co-observation
with Hinode and IRIS (which is guaranteed) we aim at resolving the smaller structures within the
showers. Comparison between all instruments will thereby produce a detailed temperature map of
rain showers. It is important to note that even without Hinode and IRIS the main scientific questions
can be successfully answered with ALMA alone, since it probes the densest and coldest regions of
the rain, accounting for most of the catastrophically cooling plasma. Furthermore, fully resolving
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• ALMA Cycle 4: band 3 & 6
• 2 obs modes: Large FOV & High cadence
• Target: off-limb AR, Rain showers
• Tb: 5000 K (100 GHz), 2200 K (230 GHz), 

Opt. thick.: 0.6 (100 GHz) and 0.3 (230 GHz)

• What is the average mass in an active region that is thermally unstable? (feasible)

• What is the average volume in an active region that is thermally unstable? (feasible)

2.2 Immediate objective:

We propose to observe with ALMA in Cycle 4 for the presence and characterisation of coronal rain.
The presence or absence of this phenomenon at chromospheric temperatures, its quantity, brightness
temperature and optical thickness are essential information that can be directly obtained with the
current ALMA capabilities in Cycle 4.
The target should be the o↵-limb active region corona, where coronal rain is commonly seen

along coronal loops. While coronal rain can also be observed on-disk [9], observing o↵-limb o↵ers the
clear advantage of negligible background contribution, thereby leading to a more accurate estimation
of the rain properties. As illustrated in Figs. 1 and 2 the rain can be well seen 1500 above the limb.

arcsec arcsecarcsec

ar
cs

ec
ar
cs

ec

23
0 

G
H

z
10

0 
G

H
z

2.8

2.4

2.0

1.6

1.2

0.8

0.4

2.8

2.4

2.0

1.6

1.2

0.8

0.4

3.2

Figure 2: Left panels: the observational model for ALMA with the estimated radio brightness in
Jy/pixel, from the Hinode/SOT observation (Fig. 1). Middle panels: the estimated radio brightness
in Jy/beam in the model resolution. Right panel: the convolved image for each band, simulating what
ALMA would observe. Top and bottom panels correspond to bands 3 and 6, respectively.

With ALMA in bands 3 and 6 at the highest spatial resolution (C40-3) we expect to observe
mainly the rain showers (and large clumps) which have a characteristic width around 300. This is
illustrated in Fig. 2, where we can also see that the inner clumpy structure of the rain showers can
start to be distinguished in band 6 in the C40-3 antenna configuration. Through co-observation
with Hinode and IRIS (which is guaranteed) we aim at resolving the smaller structures within the
showers. Comparison between all instruments will thereby produce a detailed temperature map of
rain showers. It is important to note that even without Hinode and IRIS the main scientific questions
can be successfully answered with ALMA alone, since it probes the densest and coldest regions of
the rain, accounting for most of the catastrophically cooling plasma. Furthermore, fully resolving
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the rain structure down to the observed 0.300 scale is not necessary. It is su�cient to detect the rain
showers since the filling factor of clumps in the shower is observed to be roughly constant.
The average brightness temperature and optical thickness have been estimated in a similar way

as for prominences [10], and are 5000 K (100 GHz), 2200 K (230 GHz), and 0.6 (100 GHz) and 0.3
(230 GHz), respectively. These values and Fig. 2 demonstrate that the chromospheric coronal rain,
if present, should be detected with ALMA in both bands 3 and 6. Furthermore, observing with both
bands will allow to provide measurements of the rain opacity.
Coronal rain generally occurs continuously over several tens of minutes and has a period of repeti-

tion which is determined by the thermal instability mechanism in coronal loops. The latter is set by
the heating mechanisms and loop geometry and is generally a few hours for unstable coronal loops.
Once rain is produced its morphology and thermodynamic state can significantly vary along its fall
towards the solar surface. Due to the high speed of accretion (about 100 km s�1) a single clump can
be seen for about 10 min, over which its morphology changes in a time scale of seconds.
We therefore request a 2 hour observing time in each band (incl. initial calibration), for the

following 2 observational modes, leading to 4 science goals (and 4 scheduling blocks) in total:

• Large FOV mode We request a mosaic interferometric observation o↵-imb over a FOV of
60 ⇥ 100 arcsec2. As illustrated in Fig. 2, such FOV will allow to capture fully several active
region coronal loops undergoing the catastrophic cooling. The cadence in this mode is estimated
to be under 15 min for both bands.

• High cadence mode We request an o↵-limb single pointing interferometric observation in
each band, thereby allowing a high cadence observation of a rain clump along its fall to the
solar surface. This mode will allow to study in detail the change in brightness temperature and
morphology of the clump.

The requirements are summarised in the following table. Observations by Bands 3 and 6 in each of
the above modes must be performed within a single day and for the same target to study the optical
thickness. Meanwhile, the two modes can be executed on di↵erent days.

Table 1: Summary of requirements

Large FOV mode High Cadence Mode

pointing mosaic single
FOV for band 3 60⇥ 120 arcsec2 60⇥60 arcsec2

FOV for band 6 60⇥ 120 arcsec2 25⇥25 arcsec2

# of C40 pointings in band 3 11 1
# of C40 pointings in band 6 57 1

cadence <15 min 2 sec
duration 2 hrs⇥2 2 hrs⇥2

3 References

[1] Parker, E.N. 1953, ApJ, 117, 431 [6] Leroy, J.L. 1972, Sol. Phy., 25, 413
[2] Field, G.B. 1965, ApJ, 142, 531 [7] Antolin,P. & Rouppe v.d.V.,L. 2012,ApJ,745,152
[3] Goldsmith, D.W. 1971, Sol. Phy., 19, 86 [8] Antolin, P., et al. 2015, ApJ, 806, 81
[4] Antolin, P. et al. 2010, ApJ, 716, 154 [9] Antolin, P. et al. 2012, Sol. Phy., 280, 457
[5] Froment, C. et al. 2015, ApJ, 807, 158 [10] Heinzel, P. et al. 2015, Sol. Phy., 290, 1981
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Measure thermal inhomogeneity of 
the solar corona: 

→ characterise thermodynamic state 
and amount of coronal rain

Submitted April 20, 2016



• Context / Motivation
- Spatial and temporal distribution of heating of coronal loops: impulsive 

heating scenarios (“nanoflare” heating, uniform or footpoint) vs. quasi-
continuous heating at footpoints

- Quasi-continuous heating easily leads to thermal instability (thermal non-
equilibrium) -> prominences & coronal rain, evaporation-condensation cycles

- Cycles have a complete or incomplete character (Mikic+ 2013). Simulations 
show that such solutions match well the observations. 

• Results
Evidence for widespread cooling & evaporation-condensation cycles (long period 
pulsations in intensity & DEM: thermal cycles), some incomplete?

• Method
DEM analysis + time-lag analysis + Fourier analysis. Automatic detection 
(Auchère+2014) for 6 days of AIA data (13 min cadence). 3 AR analysed in detail: 
>50% of detections are in AR, of which 50% are associated with loops

Froment C. et al., ApJ. 807 (2015)

Evidence for evaporation-incomplete condensation 
cycles in warm solar coronal loops



• Power peak at 9 hrs (other 2 ARs: 
5.6 hrs & 3.8 hrs)

• Present in intensity, DEM, peak 
temperature & X^2

• -> periodical changes in thermal 
structure

Fig. 2.— The six light curves and the evolution of the three free parameters of the DEM model (plus �2) from June
03, 2012 18:00 UT to June 10, 2012 04:29 UT for event 1. We have used mean intensities and mean DEM parameters
in the small black contour (Fig. 1). All these curves are normalized to variance and o↵set by 5.0 along the y-axis.
Between DEM curves on the bottom and light curves on the top, there is an o↵set of 15.0 in the y-axis. We restrict
our analysis to the middle of the sequence (marked by the vertical dashed lines) in order to minimize distortion e↵ects
(see section 2.1 for details). Plus signs indicate instants chosen for the four cases of DEM shape in Fig. 7.
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location of 335 pulsations

power maps at 
9 hr period:

Evidence for evaporation-incomplete condensation 
cycles in warm solar coronal loops

Froment C. et al. (2015)



is weaker with ↵ = 3.0 and the total emission measure
is 2.82 ⇥ 1027 cm�5. This last case occurs on June 07,
2012 15:30 UT.

These results show that the DEM changes from a
multithermal distribution to a more isothermal distri-
bution and that at least the peak temperature and emis-
sion measure vary periodically. In addition, even if
the normalized power found in the DEM slope Fourier
spectrum is under the detection threshold, there is a
clear correlation between slope and peak temperature,
which is another indication that the slope also under-
goes periodic variations. Therefore, we conclude from
the DEM and correlation analysis that there are peri-
odical changes in the thermal structure of the loops
where we have detected long-period intensity pulsa-
tions. These periodical modifications of the thermal
structure must be then a consequence of heating in
loops, given that a cooling phase is necessarily pre-
ceded by a heating phase. This indicates that these
long-period intensity pulsations are linked to loops
heating.

2.3. Evidence for widespread cooling

2.3.1. Method

We have seen that the thermal structure of the pul-
sating loops undergo periodical changes which links
these phenomena to loop heating. However when
the thermal structure of these loops evolves from a
multithermal case to a more isothermal case, we do
not observe heating. As was shown by several au-
thors, EUV loops are generally seen in their cool-
ing phase (Winebarger & Warren 2005; Warren et al.
2002; Winebarger et al. 2003; Ugarte-Urra et al. 2006,
2009; Mulu-Moore et al. 2011). In order to show
that this is the case for a large fraction of the active
region in which pulsations are detected, we use the
method developed in Viall & Klimchuk (2012, here-
after V&K12). V&K12 present an analysis of an ac-
tive region and show that the plasma is mainly in state
of cooling, as the EUV intensity peaks first in the hot-
ter passbands and then in the cooler passbands. By
computing the time lag between several pairs of chan-
nels, V&K12 obtain the temporal succession of chan-
nels and see that the plasma is cooling down. By using
2 hour and 12 hour time series, V&K12 derived time
lags ranging from a couple of minutes to 1.5 hours.
Since the lines dominating the passbands are formed
by collisions, variations of the emission measure pro-

duce simultaneous variations in the six coronal pass-
bands. On the contrary temperature variations are ex-
pected to be gradually reflected in the passbands ac-
cording to the ordering of peak temperature response
of the channels: 335 Å (2.5 MK), 211 Å (2 MK),
193 Å (1.5 MK), 94 Å (1 MK and 7 MK), 171 Å (0.8
MK) and 131 Å (0.5 MK) (AIA temperature response
functions; Boerner et al. 2012; Lemen et al. 2012).

2.3.2. Results

Fig. 8.— Cross-correlation values for six pairs of AIA
channels (event 1): 94-335 (red), 335-211 (blue), 211-
193 (green), 335-193 (orange), 335-171 (cyan) and
171-131(black). We used light curves at 1 min of ca-
dence averaged over the small black contour presented
in Fig. 1. We explored time shifts from -300 minutes
to 300 minutes. The time lag for each pair of channel
is indicated by a colored dot.

Our results in Fig. 8 are to be compared with Fig. 4
of V&K12. As detailed below, we observe the same
behavior as them, meaning that the plasma in the small
black contoured area is cooling.

Fig. 8 represents the cross-correlation values for six
pairs of AIA channels: 94-335, 335-211, 211-193,
335-193, 335-171, and 171-131. This calculation is
made with the averaged light curves in the small black
contour seen in Fig. 4. Here we choose a time cadence
of 1 min, as we expect time lags under the 13 min ca-
dence used previously. We explore time shifts from
-300 minutes to 300 minutes (i.e. 5 hours). Time lags
are given by the peak cross-correlation value for each
pair of channels.
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Fig. 9.— Time lag maps made with peak cross-correlation values for the same six pairs of AIA channels as in Fig. 8:
94-335, 335-211, 211-193, 335-193, 335-171 and 171-131. We explored time shifts from -300 minutes to 300 minutes.
Black areas represent peak cross-correlation values under 0.2. The green contour is the detected contour and the black
contour is the contour chosen to trace the light curves.

Table 1: Comparison of time lag values between the two methods: peak cross-correlation values and di↵erences of
phase. These are the averaged time lag in minutes in the black contour.

Pairs of channels Time lag (min) Time lag (min)
from cross-correlations (Fig. 9) from di↵erences of phase Fig .(11)

335-211 113 122
211-193 26 20
335-193 145 142
94-335 -115 -114

335-171 142 155
171-131 -1 -51
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Fig. 9.— Time lag maps made with peak cross-correlation values for the same six pairs of AIA channels as in Fig. 8:
94-335, 335-211, 211-193, 335-193, 335-171 and 171-131. We explored time shifts from -300 minutes to 300 minutes.
Black areas represent peak cross-correlation values under 0.2. The green contour is the detected contour and the black
contour is the contour chosen to trace the light curves.

Table 1: Comparison of time lag values between the two methods: peak cross-correlation values and di↵erences of
phase. These are the averaged time lag in minutes in the black contour.

Pairs of channels Time lag (min) Time lag (min)
from cross-correlations (Fig. 9) from di↵erences of phase Fig .(11)

335-211 113 122
211-193 26 20
335-193 145 142
94-335 -115 -114

335-171 142 155
171-131 -1 -51
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Observations - cooling

Fig. 6.— Cross-correlation values for peak tempera-
ture/slope in solid line and peak temperature/emission
measure in dotted line. We explored time shifts from
-300 minutes to 300 minutes. Time lag for each pair of
DEM parameters is indicated by a black dot. We used
the averaged curves at 1 min of cadence averaged over
the small black contour presented in Fig. 1 between
June 06, 2012 08:42 UT (63 h after the beginning of
the long sequence) and June 07, 2012 12:00 UT (90 h
after the beginning of the long sequence).

and that between the peak temperature and the slope is
in dotted line with a time shift between �300 min and
+300 min. These curves are computed over a duration
of about 28 hours, between 62.7 hours after the begin-
ning of the sequence (i.e. on June 06, 2012 08:42 UT)
and 90 hours after the beginning of the sequence (i.e.
on June 07, 2012 12:00 UT). There is a time lag of -40
minutes for a peak cross-correlation value of 0.7. This
means that variations of the slope precede variations
of the peak temperature. Between the peak tempera-
ture and the emission measure, there is also a correla-
tion. The peak temperature is in advance of the emis-
sion measure with a time lag of 119 minutes for a peak
cross-correlation value of 0.5.

If we look at the variations of the absolute values
of the DEM parameters (instead of normalizing them
by their variance, as in Fig. 2), we can notice that the
amplitude of the variations of the peak temperature is
relatively small compared to the variations of the emis-
sion measure and of the slope: the peak temperature
varies from 2.8 MK to 3.1 MK (a relative amplitude
of 11%), while there are variations from 2.03 ⇥ 1027

cm�5 to 2.82 ⇥ 1027 cm�5 for the emission measure

Fig. 7.— Four extreme cases of the shape of the DEM
model (see Fig. 2). In green, the shape of the DEM
on June 05, 2012 11:14 UT with the minimum slope
(case 1) and in red on June 06, 2012 21:42 UT with the
maximum slope (case 3). In orange, the shape of the
DEM on June 06, 2012 08:42 UT with the minimum
peak temperature (case 2) and in blue on June 07, 2012
15:30 UT with the maximum peak temperature (case
4). The four dates corresponding to these cases are
represented by plus signs in Fig. 2.

(relative amplitude of 38%) and from 2.7 to 4.7 for the
slope (relative amplitude of 71%). We can note that
larger temperature variations are found for event 2 and
event 3 (see Appendix A and B).

Fig. 7 represents four extreme cases of the shape
of the DEM during the sequence. Instants chosen for
the three cases are pointed out sequentially by black
plus signs in Fig. 2. This figure illustrates that, of the
three parameters of the DEM model, the slope under-
goes the largest relative variations. In case 1 (in green),
the DEM model is the most multithermal, as the slope
reaches a minimum, ↵ = 2.7 (on June 05, 2012 11:14
UT), the total emission measure is 2.49⇥1027 cm�5 and
the peak temperature is at 3.0 MK. In orange (case 2),
we trace the shape of the DEM model when the peak
temperature reaches a minimum at 2.8 MK. That hap-
pens on June 06, 2012 08:42 UT when the slope ↵ =
4.0 and the total emission measure is 2.29⇥1027 cm�5.
In red (case 3), on June 06, 2012 21:42 UT, the slope
is the steepest with ↵ = 4.7. The peak tempera-
ture is at 2.9 MK and the total emission measure is
2.67 ⇥ 1027 cm�5. For the case 4 (in blue), the peak
temperature reaches a maximum at 3.1 MK. The slope
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density peak delayed by 119 min 
~ 81° phase difference

similar result as in Viall & Klimchuk 2012

335: 2.5 MK, 
211: 2 MK, 

193: 1.5 MK, 
94: 1 & 7 MK, 
171: 0.8 MK, 
131: 0.5 MK335 peaks before 94

211 peaks after 335

Mikic et al. 2013

• Time-lag results confirmed 
by phase method (Auchère
+ 2014, isolates pulsating 
structure in Fourier space)

• TNE with incomplete 
condensations may 
provide best match Froment C. et al. (2015)



is weaker with ↵ = 3.0 and the total emission measure
is 2.82 ⇥ 1027 cm�5. This last case occurs on June 07,
2012 15:30 UT.

These results show that the DEM changes from a
multithermal distribution to a more isothermal distri-
bution and that at least the peak temperature and emis-
sion measure vary periodically. In addition, even if
the normalized power found in the DEM slope Fourier
spectrum is under the detection threshold, there is a
clear correlation between slope and peak temperature,
which is another indication that the slope also under-
goes periodic variations. Therefore, we conclude from
the DEM and correlation analysis that there are peri-
odical changes in the thermal structure of the loops
where we have detected long-period intensity pulsa-
tions. These periodical modifications of the thermal
structure must be then a consequence of heating in
loops, given that a cooling phase is necessarily pre-
ceded by a heating phase. This indicates that these
long-period intensity pulsations are linked to loops
heating.

2.3. Evidence for widespread cooling

2.3.1. Method

We have seen that the thermal structure of the pul-
sating loops undergo periodical changes which links
these phenomena to loop heating. However when
the thermal structure of these loops evolves from a
multithermal case to a more isothermal case, we do
not observe heating. As was shown by several au-
thors, EUV loops are generally seen in their cool-
ing phase (Winebarger & Warren 2005; Warren et al.
2002; Winebarger et al. 2003; Ugarte-Urra et al. 2006,
2009; Mulu-Moore et al. 2011). In order to show
that this is the case for a large fraction of the active
region in which pulsations are detected, we use the
method developed in Viall & Klimchuk (2012, here-
after V&K12). V&K12 present an analysis of an ac-
tive region and show that the plasma is mainly in state
of cooling, as the EUV intensity peaks first in the hot-
ter passbands and then in the cooler passbands. By
computing the time lag between several pairs of chan-
nels, V&K12 obtain the temporal succession of chan-
nels and see that the plasma is cooling down. By using
2 hour and 12 hour time series, V&K12 derived time
lags ranging from a couple of minutes to 1.5 hours.
Since the lines dominating the passbands are formed
by collisions, variations of the emission measure pro-

duce simultaneous variations in the six coronal pass-
bands. On the contrary temperature variations are ex-
pected to be gradually reflected in the passbands ac-
cording to the ordering of peak temperature response
of the channels: 335 Å (2.5 MK), 211 Å (2 MK),
193 Å (1.5 MK), 94 Å (1 MK and 7 MK), 171 Å (0.8
MK) and 131 Å (0.5 MK) (AIA temperature response
functions; Boerner et al. 2012; Lemen et al. 2012).

2.3.2. Results

Fig. 8.— Cross-correlation values for six pairs of AIA
channels (event 1): 94-335 (red), 335-211 (blue), 211-
193 (green), 335-193 (orange), 335-171 (cyan) and
171-131(black). We used light curves at 1 min of ca-
dence averaged over the small black contour presented
in Fig. 1. We explored time shifts from -300 minutes
to 300 minutes. The time lag for each pair of channel
is indicated by a colored dot.

Our results in Fig. 8 are to be compared with Fig. 4
of V&K12. As detailed below, we observe the same
behavior as them, meaning that the plasma in the small
black contoured area is cooling.

Fig. 8 represents the cross-correlation values for six
pairs of AIA channels: 94-335, 335-211, 211-193,
335-193, 335-171, and 171-131. This calculation is
made with the averaged light curves in the small black
contour seen in Fig. 4. Here we choose a time cadence
of 1 min, as we expect time lags under the 13 min ca-
dence used previously. We explore time shifts from
-300 minutes to 300 minutes (i.e. 5 hours). Time lags
are given by the peak cross-correlation value for each
pair of channels.
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Fig. 9.— Time lag maps made with peak cross-correlation values for the same six pairs of AIA channels as in Fig. 8:
94-335, 335-211, 211-193, 335-193, 335-171 and 171-131. We explored time shifts from -300 minutes to 300 minutes.
Black areas represent peak cross-correlation values under 0.2. The green contour is the detected contour and the black
contour is the contour chosen to trace the light curves.

Table 1: Comparison of time lag values between the two methods: peak cross-correlation values and di↵erences of
phase. These are the averaged time lag in minutes in the black contour.

Pairs of channels Time lag (min) Time lag (min)
from cross-correlations (Fig. 9) from di↵erences of phase Fig .(11)

335-211 113 122
211-193 26 20
335-193 145 142
94-335 -115 -114

335-171 142 155
171-131 -1 -51
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Fig. 9.— Time lag maps made with peak cross-correlation values for the same six pairs of AIA channels as in Fig. 8:
94-335, 335-211, 211-193, 335-193, 335-171 and 171-131. We explored time shifts from -300 minutes to 300 minutes.
Black areas represent peak cross-correlation values under 0.2. The green contour is the detected contour and the black
contour is the contour chosen to trace the light curves.

Table 1: Comparison of time lag values between the two methods: peak cross-correlation values and di↵erences of
phase. These are the averaged time lag in minutes in the black contour.

Pairs of channels Time lag (min) Time lag (min)
from cross-correlations (Fig. 9) from di↵erences of phase Fig .(11)

335-211 113 122
211-193 26 20
335-193 145 142
94-335 -115 -114

335-171 142 155
171-131 -1 -51

13

Observations - cooling

Fig. 6.— Cross-correlation values for peak tempera-
ture/slope in solid line and peak temperature/emission
measure in dotted line. We explored time shifts from
-300 minutes to 300 minutes. Time lag for each pair of
DEM parameters is indicated by a black dot. We used
the averaged curves at 1 min of cadence averaged over
the small black contour presented in Fig. 1 between
June 06, 2012 08:42 UT (63 h after the beginning of
the long sequence) and June 07, 2012 12:00 UT (90 h
after the beginning of the long sequence).

and that between the peak temperature and the slope is
in dotted line with a time shift between �300 min and
+300 min. These curves are computed over a duration
of about 28 hours, between 62.7 hours after the begin-
ning of the sequence (i.e. on June 06, 2012 08:42 UT)
and 90 hours after the beginning of the sequence (i.e.
on June 07, 2012 12:00 UT). There is a time lag of -40
minutes for a peak cross-correlation value of 0.7. This
means that variations of the slope precede variations
of the peak temperature. Between the peak tempera-
ture and the emission measure, there is also a correla-
tion. The peak temperature is in advance of the emis-
sion measure with a time lag of 119 minutes for a peak
cross-correlation value of 0.5.

If we look at the variations of the absolute values
of the DEM parameters (instead of normalizing them
by their variance, as in Fig. 2), we can notice that the
amplitude of the variations of the peak temperature is
relatively small compared to the variations of the emis-
sion measure and of the slope: the peak temperature
varies from 2.8 MK to 3.1 MK (a relative amplitude
of 11%), while there are variations from 2.03 ⇥ 1027

cm�5 to 2.82 ⇥ 1027 cm�5 for the emission measure

Fig. 7.— Four extreme cases of the shape of the DEM
model (see Fig. 2). In green, the shape of the DEM
on June 05, 2012 11:14 UT with the minimum slope
(case 1) and in red on June 06, 2012 21:42 UT with the
maximum slope (case 3). In orange, the shape of the
DEM on June 06, 2012 08:42 UT with the minimum
peak temperature (case 2) and in blue on June 07, 2012
15:30 UT with the maximum peak temperature (case
4). The four dates corresponding to these cases are
represented by plus signs in Fig. 2.

(relative amplitude of 38%) and from 2.7 to 4.7 for the
slope (relative amplitude of 71%). We can note that
larger temperature variations are found for event 2 and
event 3 (see Appendix A and B).

Fig. 7 represents four extreme cases of the shape
of the DEM during the sequence. Instants chosen for
the three cases are pointed out sequentially by black
plus signs in Fig. 2. This figure illustrates that, of the
three parameters of the DEM model, the slope under-
goes the largest relative variations. In case 1 (in green),
the DEM model is the most multithermal, as the slope
reaches a minimum, ↵ = 2.7 (on June 05, 2012 11:14
UT), the total emission measure is 2.49⇥1027 cm�5 and
the peak temperature is at 3.0 MK. In orange (case 2),
we trace the shape of the DEM model when the peak
temperature reaches a minimum at 2.8 MK. That hap-
pens on June 06, 2012 08:42 UT when the slope ↵ =
4.0 and the total emission measure is 2.29⇥1027 cm�5.
In red (case 3), on June 06, 2012 21:42 UT, the slope
is the steepest with ↵ = 4.7. The peak tempera-
ture is at 2.9 MK and the total emission measure is
2.67 ⇥ 1027 cm�5. For the case 4 (in blue), the peak
temperature reaches a maximum at 3.1 MK. The slope
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density peak delayed by 119 min 
~ 81° phase difference

similar result as in Viall & Klimchuk 2012

335: 2.5 MK, 
211: 2 MK, 

193: 1.5 MK, 
94: 1 & 7 MK, 
171: 0.8 MK, 
131: 0.5 MK335 peaks before 94

211 peaks after 335

Mikic et al. 2013

• Time-lag results confirmed 
by phase method (Auchère
+ 2014, isolates pulsating 
structure in Fourier space)

• TNE with incomplete 
condensations may 
provide best match Froment C. et al. (2015)

The Astrophysical Journal, 773:94 (16pp), 2013 August 20 Mikić et al.
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Figure 14. Evolution of the temperature and velocity for a symmetric nonuniform-area loop with nonuniform heating (Case 10). The role of the flow in the incomplete
condensations seen here is discussed in Section 6.
(A color version of this figure is available in the online journal.)

part of parameter space that may not have been accessed by the
symmetric heating profiles considered so far. Indeed, our 3D
models tend to have similar asymmetries in the heating. Even
though heating asymmetries in the amount of heating have been
explored in other work (e.g., Klimchuk et al. 2010), the profile
in Equation (6) has both a length-scale asymmetry as well as an
asymmetry in the amount of heating.

The temperature evolution for the uniform-area (Case 9) and
nonuniform-area (Case 10) loops is shown in Figure 13. Even
though this is a modest change in the heating profile compared
to Model 2, the character of the solutions changes dramatically.
A comparison of Figure 13, for nonsymmetric heating, with
Figure 8, for symmetric heating, is instructive. The uniform-
area loop is now stable, and the nonuniform-area loop still
experiences thermal nonequilibrium, though with incomplete
condensations. These incomplete condensations are more alike
to those seen for the Model 1 heating profile (Figure 5) than
to those in Model 2 (Figure 8). The temperature cools very
asymmetrically, from a peak value of 3.4 MK: the peak never
falls below 2.0 MK in the right part of the loop, whereas the left
leg cools to ∼0.5 MK.

An examination of the flows for the nonuniform-area loop,
shown in Figure 14 side by side with the temperature evolution,
reveals that there is also a large asymmetry in the flows. The
usual downflows associated with chromospheric condensation

are present in the left leg, but there are no downflows in the
right leg (i.e., there is no significant chromospheric condensation
there). The long-lived upflows at the legs (which we have seen
are indicative of chromospheric evaporation) are asymmetric,
reaching ∼12 km s−1 at the left leg and ∼27 km s−1 at the right
leg. Moreover, the upflows are longer-lived in the right leg than
in the left leg. During the cooling phase, there is a persistent
strong siphon flow from right to left of about 4–6 km s−1

throughout the coronal loop section. Perhaps the incipient
condensation is dragged to the left by this flow as it is forming,
leading to an interruption of the condensation process. Putting
all this together, it appears that the chromospheric material in the
right leg is supplied from the deep chromosphere by persistent
siphon flows and evaporates into the corona continuously. The
left leg undergoes the more usual scenario, in which the material
evaporates and condenses cyclically.

7. CONNECTION WITH 3D MODELS OF
ACTIVE-REGION LOOPS

This investigation was motivated by our work on 3D models
of active-region loops. We can extract the behavior of individual
loops from these 3D models, which, for identical parameters,
ought to match the results from the 1D model we have described,
since the physics in the two models is identical. We have
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• Context / Motivation
- Sunspot upflows/downflows linked to heating activity
- High-speed downflows (~80 km/s) often observed in TR lines (HRTS: Dere’82; 

Nicolas+’82; UVSP: Gurman’93; SUMER: Brynildsen+’01,’04)
- IRIS: Kleint+’14 -> broad lines, no distinct 2nd component, intermittent (~20s 

bursts)
• Results

IRIS obs in Si IV & O IV of a high-speed (~90 km/s), steady (~80 min), dense 
(1010.6 cm-3 -> 5x10-7 g cm-2 s-1) downflow into sunspot umbra. Interpreted as 
stationary termination shock of siphon flow in cool loop

• Method

IRIS SJI & SG 80 min obs; density estimates: Si IV & O IV. Also co-alignment with 
AIA.

A steady-state supersonic downflow in the transition 
region above a sunspot umbra

Straus T. et al., A&A 582 (2015)
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Fig. 4. Upper left panel: temporal average of AIA 304 Å intensity, with HMI continuum intensity contours from Fig. 1 overlayed. The green solid
and dashed lines indicate a path of inflows and the area of integration used for the time-distance plot in the right panel. Lower left panels: temporal
average images of HMI continuum intensity and three AIA channels. The red marks indicate the satellite region and point “C” as in Fig. 1. Central
panels: temporal evolution of the O iv and Si iv lines averaged over 13 pixels in the northern satellite region centered on point “C”. The region
of the satellite in Si iv, marked by the bar on top, has been contrast-enhanced to better show the weak connection to the main component’s shock
maneuvres. Right panel: relative AIA 304 Å intensity fluctuations integrated across the path marked by the green lines in the context image in the
upper left. The colortable maps variations from -30% to +30%. Coronal rain is visible with plane-of-sky velocities of the order of the downflow
velocity of the satellite (90 km s�1, marked by the white line). However, these inflows do not seem to extend to the position of the satellite feature
in the umbra, but appear to end at the light-bridge as marked by the vertical, blue lines in the time-distance plot and the corresponding marks on
the path in the HMI continuum context image.

with the observation that the widths of the O iv satellite lines are
approximately equal to those of their main components (ratio:
0.95±0.15). Since the peak intensities of the Si iv and O iv satel-
lite lines are comparable (see again Fig. 3), it is unlikely that a
bias due to a possible instrumental background or solar contin-
uum could be invoked to explain these measurements.

It would then be tempting to interpret the larger width of the
Si iv satellite lines as an optically thickness e↵ect. Following the
approach of Doschek & Feldman (2004), this increased width
would imply an optical thickness of the order of unity or larger
(see for instance their Fig. 3). An optical thickness of the order
of unity in the Si iv 1394 Å line, with the densities of the order
of 1010–1011 cm�3 as inferred in the following Sec. 3.3.2 implies
a geometrical thickness of the emitting plasma of at least a few
hundreds of kilometers. Whether optical thickness e↵ects alone
can explain the broader Si iv satellite lines (as well as their ratio)
will need to be verified by more detailed models.

3.3.2. Electron density

The intercombination multiplet of O iv lines at 1397.20 Å,
1399.77 Å, 1401.16 Å, 1404.81 Å, and 1407.39 Å provides a
well known set of density-sensitive pairs (e.g.: Dwivedi & Gupta
1992); the lines at 1397.20 Å and 1407.39 Å are however outside
the spectral window of this data set, while the line at 1404.81 Å

is blended with a S iv line. We thus considered the ratio between
the O iv 1399.77 Å and 1401.16 Å lines as density diagnostics.
We adopted the CHIANTI database of atomic data version 7.1.4
(Dere et al. 1997; Landi et al. 2013), assuming a Maxwellian
distribution. It should be noted that Dudík et al. (2014) recently
studied the e↵ects of non-Maxwellian distributions of electron
energies on both the Si iv and O iv multiplets. We feel however
that it would be unlikely that the stationary flows we are examin-
ing could sustain substantial departures from equilibrium energy
distributions.

The time variation of densities inferred from this ratio is
shown in Fig. 5, alongside the variation of the line intensities
of both the main and the satellite components. To improve the
signal-to-noise ratio, the line intensities were smoothed using a
bi-Gaussian kernel with FWHM (full width at half maximum) of
3 pixels along the slit and of 5 spectra in the time domain, corre-
sponding to 0.35 Mm and 15 s, respectively. Note that smoothing
data does not resolve the issue of the presence of possible errors
in determining the background continuum which is to be sub-
tracted from the line intensities before computing the line ratio.
Since the O iv 1400 Å line intensity is on average about 1/4 of
the O iv 1401 Å line in the region showing the supersonic down-
flow, a systematic error in the background correction will a↵ect
the former line more than the latter. The result would be a sys-
tematic bias in the determination of the density. For instance,
a residual background intensity in the O iv lines would explain
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• Downflow location coincides with source of 
umbral running waves (Yurchyshyn+’15) and 
location of strongest field

• stable over 80”, most pronounced in O IV, 
70-90 km/s, Gaussian profiles, C II & O IV 
optically thin line ratios (~2) but moderately 
thick in Si IV for satellites, broader than main 
components

Straus et al.: A Steady-state Supersonic Downflow in the TR above a Sunspot Umbra

Fig. 1. Upper panels (context images of AR 11836): full disk (left) and cut-out (middle) HMI magnetogram and corresponding AIA 171 Å image
(right). Lower panels: zoom of HMI continuum image on the area marked by the red box in the upper panel, with the IRIS slit marked at x=0
(left), and the corresponding spectra in the Si iv 1403 Å window averaged over 1 minute (right panel). All data were taken on 2013 Sep 2, 17:14
UT. Regions where the slit crosses the penumbra (PU) and umbra (U) are marked. The central part of the umbra where the Si iv and O iv lines
show satellites is marked in red. In the northern part the satellites are strongest, the center of this region is labelled “C” and used as the reference
point of the satellite feature in the following. The prominent upflow labeled "T" is due to a short-lived transient.

The same data set has been studied and described by Tian
et al. (2014a) and Yurchyshyn et al. (2015), who investigated the
strong 3-min umbral oscillations found in this spot. It is interest-
ing to note that point “C” seems to coincide both with the appar-
ent source of the umbral running waves studied by Yurchyshyn
et al. (2015) and with the location of the most intense magnetic
field in the sunspot.

As can be seen in the HMI images, the spot of AR 11836 is
an isolated, small, round spot of leading polarity. There is no fol-
lowing spot, only active region plage. The spot is surrounded by
a large area with network field of the same polarity. Opposite po-
larity can be found in onl y a few locations at the south and north-
east of the spot. The loops visible in AIA 171 Å are inclined and
connect the spot to plage of opposite polarity following the spot.
The loops seem to be anchored in the dark north-west quadrant,
whereas the rest of the sunspot displays a bright plume in the
AIA 171 Å images.

The sunspot shows an irregular umbra, split up in two pieces
by a prominent light-bridge in the western part. The bigger, east-
ern part is further split into three pieces by two smaller, less
prominent light-bridges. According to Gurman (1993) it might
be an important aspect for the presence of a supersonic down-

flow that this sunspot had a light-bridge. The slit of the IRIS
spectrograph crossed the eastern part centrally in the north-south
direction.

3.2. Average properties

The Si iv and O iv lines form at approximately 70 000 K and
150 000 K, respectively. In both lines, the supersonic down-
flow is stable enough to be prominent in the spectra averaged
over the whole 80 minutes of the observations (see Fig. 2). The
strong northern satellite region is the darkest part in the “pseudo-
continuum” between the Mg ii h and k lines and shows at the
same time the brightest intensity in all emission lines. There is no
hint of any red-shifted components in the chromospheric spec-
tral bands, in particular also not in the strong Mg ii h and k and
C ii 1336 Å lines.

In order to proceed with a quantitative analysis of the line
profiles, we determined the main line parameters, namely the
peak value, Imax, its position, �max, and the full width at half max-
imum, FWHM, by means of a parabolic fit to the central three
pixels of each profile. Since the core of the Si iv and O iv lines
is only 3 or 4 pixels wide in this data set, a fit to a larger num-
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Fig. 7. IRIS 1400 Å slit jaw image of the same area of AR 11836 as
the HMI image in the lower left panel of Fig. 1. A time series of these
images is available as a movie in the online edition.

oscillations. These umbral oscillation are particularly strong in
the 304 Å, 171 Å, 211 Å passbands and seem to originate from
the center of the umbra where the satellite feature is located, as
already mentioned above.

In addition, we inspected the IRIS 1400Å slit-jaw data (see
movie attached to Fig. 7), which also shows flows towards the
sunspot. Again, as seen in the AIA 304 Å data, the flows become
invisible at the outer boundary of the penumbra. No flows or
loops can be detected that connect to the core of the umbra.

Since none of these flows apparently connects to the center
of the sunspot umbra where we observe the downflow in the tran-
sition region, we cannot ascertain a link between the supersonic
transition region downflow measured with the IRIS spectrograph
and the inflows towards the spot observed with AIA and the IRIS
slit-jaw cameras. Moreover, as in most observations of coronal
rain, we could only track individual "blobs" falling along the
magnetic field lines. These blobs, if they really fell through to
the satellite region around point “C”, would appear as strongly
intermittent events. The intermittency of coronal rain is also a
key characteristic of models of coronal rain (Müller et al. 2003,
2004, 2005b). Further, coronal rain is often visible in chromo-
spheric lines such as H↵ and Ca II, whereas the downflow we
observe is visible only in transition region lines formed around
105 K, with no trace of velocities in the cooler C ii and Mg ii
lines. We therefore believe that coronal rain is not consistent with
most of the observational facts listed in Sec. 3, but we cannot ex-
clude it with certainty.

Another possible explanation, which we find more appeal-
ing, in particular considering the remarkable stability of the su-
personic downflow, is a siphon flow, along the lines discussed by
e.g. Cargill & Priest (1980) and Noci (1981), who studied sta-
tionary flow solutions in a coronal magnetic arch. In the follow-
ing, we will refer to Noci’s paper since it makes predictions that
are more relevant to our observations. His “class (vii)” solutions

are of particular interest here. These solutions describe subsonic-
supersonic steady flows with stationary shocks which adjust the
flow to the boundary conditions in the second foot-point. The
location and strength of the stationary shock is determined by
the pressure ratio between the two foot-points. With decreasing
pressure in the downflow foot-point the shock moves closer to-
wards the foot-point with increasing jumps in temperature and
density. We should point out, though, that Noci’s solutions are
for coronal loops at coronal temperatures (> 1 MK), whereas we
observe the flow at transition region temperatures. However, we
see no reason why these solutions should be limited to coronal
temperatures and speculate that the supersonic downflow we see
at transition region temperatures is the signature of a stationary
shock in a siphon flow close to the foot-point in the sunspot um-
bra.

In this picture, the main component dominated by the um-
bral 3-min shock waves is formed in the part of the transition
region underneath the stationary shock of the siphon flow. As
mentioned above, the strength of the stationary shock in Noci’s
solutions depends on the pressure ratio between the foot-points.
Due to the strong non-linear umbral 3-min oscillations, one
cannot expect a constant pressure ratio between the two foot-
points. One might therefore expect a modulation of the station-
ary shock intensity by the underlying umbral 3-min shock waves.
At minimum intensity in the main component, which coincides
with minimum pressure and minimum temperature at the base
of the downflow foot-point, Noci’s solutions would predict the
strongest stationary shock in the siphon flow. This is exactly
what we observe. As can be seen in the lower left panel of Fig. 6,
the maximum intensity of the supersonic downflow coincides
with minimum intensity of the main component.

Without having identified the upflow foot-point, we are not
in a position to conclusively claim the detection of a siphon
flow at transition region temperatures; we can merely speculate.
Along these lines it is interesting to note that about 21 hours
after the observations presented here, the AIA 171 Å channel
shows prominent coronal loops connecting the dark quarter of
the sunspot umbra directly to the trailing plage of opposite po-
larity (Fig. 8). Could there have been a similar loop at cooler,
transition region temperatures during our observations?

In order to get some further insight into the evolution and
extent of the downflow, we inspected all IRIS observations of
AR 11836 on 2015 September 2 and 3. In addition to the data
set studied in detail in this paper, there are 7 more data sets of
AR 11836: 5 large coarse 64-step rasters with 200 step width, and
2 two-step sparse rasters. One of these data sets, the large coarse
raster starting on 2013-09-02T11:56:35 indeed shows clear sig-
natures of a supersonic downflow for 4 steps (#35-38) during all
5 raster scans. However, this downflow occurs at a di↵erent loca-
tion in the sunspot, extending from the southern part of the most
prominent light-bridge visible in Fig. 1 (x ⇡ 4 Mm, y ⇡ -2 Mm)
into the penumbra to the West. The measured downflow speed
is smaller (⇡ 75 km s�1). Since there are only 5 scans (with a
scan cycle time of 188 s), it is di�cult to infer information about
temporal variations and its relation to the shock-wave dominated
main component. All we can say is that the feature lasted for
more than 12 min, has a similar extent along the slit as the down-
flow studied here and extended over at least 800 in the direction
perpendicular to the slit. The large coarse raster scan following
the observations studied in this paper (starting at 18:29:35 UT)
also shows some hints of a downflow, but with a much weaker
signal and not in consecutive frames, as if it had split up. None of
the other four data sets from September 2–3 shows any signs of
a supersonic downflow. In a future paper, in which we will study
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Fig. 2. Spectra averaged over the whole time series as function of wavelength and position along the slit (lower panels, logarithmic color scale)
and further averaged over the di↵erent regions (upper panels). The marks of di↵erent regions in the lower row correspond to those given in Fig. 1.

ber of pixels is normally not required. At the extrema of shock
maneuvres, double-peaked profiles may appear: the fit procedure
then identifies the strongest peak. If needed, the total line inten-
sity, Itot, is computed like in the case of Gaussian profiles as the
peak value times the line width: Itot = 0.5

p
(⇡/ log 2) ⇥ Imax ⇥

FWHM = 1.064467 ⇥ Imax ⇥ FWHM. We have compared this
procedure with a more standard Gaussian fit, verifying that the
agreement is excellent, especially for the more prominent lines.
The Gaussian fit procedure, however, tends to fail more often in
the case of weak profiles. The double peaks at the extrema of
shock maneuvres are also less clearly identified. Finally, Gaus-
sian fits assume symmetric profiles, while parabolic fits do not
make this assumption.

The average properties of the line parameters thus estimated
were then determined from the histograms computed over 13
pixels centered on point “C” along the slit, i.e. the region within
the two marks nearest to point “C” in Fig. 1 (the northern satel-
lite region). A Gaussian fit to the peak of the histogram yields
both the average value and the standard deviation. We estimated
the averages both over the full time span and for the first 30 min-
utes of the observing run only. We computed the average over
the first 30 minutes because after that time the red-shifted com-
ponents become fainter. Moreover, after about 30 minutes, the
mean position along the slit of the downdraft region starts drift-
ing south with respect to point “C” by several pixels. The average
values do not change much in either case: for the Si iv line the
mean shift between the two components is 91 ± 8 km s�1, while
the average value for the first 30 minutes is 94 ± 6 km s�1; the
corresponding values for the O iv lines are 82 ± 8 km s�1, while
the average for the first 30 minutes is 84 ± 6 km s�1. In the fol-
lowing we will always refer to averages computed for the first
30 minutes, unless explicitly stated otherwise.

The satellite lines are most pronounced in O iv, with the total
intensity being on average approximately 60±15% of the main
component. The average Si iv satellite line is about 20±10% of
the total intensity of the main component. Variations in the rela-
tive intensity of the satellite to the main component in di↵erent
O iv lines can be interpreted as due to density variations (see dis-
cussion of Sec. 3.3.2). Since we do not have estimates of plasma
density in the region where the Si iv lines form, we are unable to
o↵er a simple explanation of the di↵erent behaviour of this ra-
tio between satellite and main component to the O iv lines. This
piece of information may be useful as constraints to more de-
tailed models of this phenomenon. However, we note that al-
ready Nicolas et al. (1982), using a larger set of lines, estimated
that the shape of the di↵erential emission measure of the super-
sonic downflows is drastically di↵erent from the curve corre-
sponding to the surrounding umbra. In particular, the di↵erential
emission measure they found in the downflows (their Fig. 8) is
similar to the one they find in the sunspot umbra for log T > 5,
while it continues to drop towards lower temperatures, as op-
posed to the increase after that turn-around point seen in the
umbra. This implies that the intensity of the O iv in downflows
should be comparable to the one observed in the surrounding
umbra, while the Si iv lines intensities should be strongly sup-
pressed, as observed.

We performed a similar analysis on the southern part of the
satellite region. There the satellite lines are weaker compared to
the main component: the O iv satellite lines are on average only
about 10% of the main component, while the Si iv satellites are
5% or less. However, the velocity shifts remain as stable and
comparable in magnitude to the values measured around point
“C”, although slightly smaller on average: ⇡ 70 km s�1 for the
O iv lines, and ⇡ 80 km s�1 for the Si iv lines.
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Fig. 4. Upper left panel: temporal average of AIA 304 Å intensity, with HMI continuum intensity contours from Fig. 1 overlayed. The green solid
and dashed lines indicate a path of inflows and the area of integration used for the time-distance plot in the right panel. Lower left panels: temporal
average images of HMI continuum intensity and three AIA channels. The red marks indicate the satellite region and point “C” as in Fig. 1. Central
panels: temporal evolution of the O iv and Si iv lines averaged over 13 pixels in the northern satellite region centered on point “C”. The region
of the satellite in Si iv, marked by the bar on top, has been contrast-enhanced to better show the weak connection to the main component’s shock
maneuvres. Right panel: relative AIA 304 Å intensity fluctuations integrated across the path marked by the green lines in the context image in the
upper left. The colortable maps variations from -30% to +30%. Coronal rain is visible with plane-of-sky velocities of the order of the downflow
velocity of the satellite (90 km s�1, marked by the white line). However, these inflows do not seem to extend to the position of the satellite feature
in the umbra, but appear to end at the light-bridge as marked by the vertical, blue lines in the time-distance plot and the corresponding marks on
the path in the HMI continuum context image.

with the observation that the widths of the O iv satellite lines are
approximately equal to those of their main components (ratio:
0.95±0.15). Since the peak intensities of the Si iv and O iv satel-
lite lines are comparable (see again Fig. 3), it is unlikely that a
bias due to a possible instrumental background or solar contin-
uum could be invoked to explain these measurements.

It would then be tempting to interpret the larger width of the
Si iv satellite lines as an optically thickness e↵ect. Following the
approach of Doschek & Feldman (2004), this increased width
would imply an optical thickness of the order of unity or larger
(see for instance their Fig. 3). An optical thickness of the order
of unity in the Si iv 1394 Å line, with the densities of the order
of 1010–1011 cm�3 as inferred in the following Sec. 3.3.2 implies
a geometrical thickness of the emitting plasma of at least a few
hundreds of kilometers. Whether optical thickness e↵ects alone
can explain the broader Si iv satellite lines (as well as their ratio)
will need to be verified by more detailed models.

3.3.2. Electron density

The intercombination multiplet of O iv lines at 1397.20 Å,
1399.77 Å, 1401.16 Å, 1404.81 Å, and 1407.39 Å provides a
well known set of density-sensitive pairs (e.g.: Dwivedi & Gupta
1992); the lines at 1397.20 Å and 1407.39 Å are however outside
the spectral window of this data set, while the line at 1404.81 Å

is blended with a S iv line. We thus considered the ratio between
the O iv 1399.77 Å and 1401.16 Å lines as density diagnostics.
We adopted the CHIANTI database of atomic data version 7.1.4
(Dere et al. 1997; Landi et al. 2013), assuming a Maxwellian
distribution. It should be noted that Dudík et al. (2014) recently
studied the e↵ects of non-Maxwellian distributions of electron
energies on both the Si iv and O iv multiplets. We feel however
that it would be unlikely that the stationary flows we are examin-
ing could sustain substantial departures from equilibrium energy
distributions.

The time variation of densities inferred from this ratio is
shown in Fig. 5, alongside the variation of the line intensities
of both the main and the satellite components. To improve the
signal-to-noise ratio, the line intensities were smoothed using a
bi-Gaussian kernel with FWHM (full width at half maximum) of
3 pixels along the slit and of 5 spectra in the time domain, corre-
sponding to 0.35 Mm and 15 s, respectively. Note that smoothing
data does not resolve the issue of the presence of possible errors
in determining the background continuum which is to be sub-
tracted from the line intensities before computing the line ratio.
Since the O iv 1400 Å line intensity is on average about 1/4 of
the O iv 1401 Å line in the region showing the supersonic down-
flow, a systematic error in the background correction will a↵ect
the former line more than the latter. The result would be a sys-
tematic bias in the determination of the density. For instance,
a residual background intensity in the O iv lines would explain
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Fig. 4. Upper left panel: temporal average of AIA 304 Å intensity, with HMI continuum intensity contours from Fig. 1 overlayed. The green solid
and dashed lines indicate a path of inflows and the area of integration used for the time-distance plot in the right panel. Lower left panels: temporal
average images of HMI continuum intensity and three AIA channels. The red marks indicate the satellite region and point “C” as in Fig. 1. Central
panels: temporal evolution of the O iv and Si iv lines averaged over 13 pixels in the northern satellite region centered on point “C”. The region
of the satellite in Si iv, marked by the bar on top, has been contrast-enhanced to better show the weak connection to the main component’s shock
maneuvres. Right panel: relative AIA 304 Å intensity fluctuations integrated across the path marked by the green lines in the context image in the
upper left. The colortable maps variations from -30% to +30%. Coronal rain is visible with plane-of-sky velocities of the order of the downflow
velocity of the satellite (90 km s�1, marked by the white line). However, these inflows do not seem to extend to the position of the satellite feature
in the umbra, but appear to end at the light-bridge as marked by the vertical, blue lines in the time-distance plot and the corresponding marks on
the path in the HMI continuum context image.
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Fig. 5. Variation of the intensity of the main component of the O iv 1401 Å line in the region that showed a supersonic downflow (first panel from
the top), together with density inferred from the ratio of the O iv 1400 Å and 1401 Å lines (second panel). The variation of the intensity of the
satellite line at 1401Å (third panel) and the density from the ratio of the satellite lines at 1400 Å and 1401 Å are shown in the third and fourth
panel, respectively. The horizontal lines mark the boundaries of the regions given in Fig. 1; the dashed line marks point “C”.

why the line ratio and therefore the density appears to increase
in those regions where the lines are weaker (e.g. at the edge of
the region where the satellite lines are visible).

We examined the statistical distribution of densities derived
from the ratio of the main components of the two O iv lines for
the full spatial and temporal range over which the downflow is
observable in this data set, i.e. for the full 80 minutes of the ob-
serving run and within 2.5 Mm from point “C” (Fig. 5). We
obtained a mean value of log Ne = 10.95 ± 0.20 (1� uncer-
tainty, Ne in cm�3), while the densities from the satellite lines
are log Ne = 10.6 ± 0.25.

3.4. Signatures of shock dynamics

The temporal fluctuations of the Si iv and O iv lines show their
main components with prominent shock wave passing maneu-
vres and rather stationary supersonic downflow satellite lines.
The satellite lines are not participating in the shock wave ma-
neuvres, but in both lines the satellite intensity is slightly
linked to the Doppler shift of the main component, showing
a slightly brighter satellite feature when the main component
passes through zero velocity in the steep rise of the shock front
from maximum red-shift to blue-shift (Fig. 4 and 6). This sug-

gests that the plasma of the downflow is to a first approxima-
tion dynamically decoupled from the plasma that forms the main
components. One could speculate about a plume of transition
region temperature plasma above the actual transition region.
This would be a di↵erent scenario from the cartoon presented in
Fig. 14 of Nicolas et al. (1982). However, we detect subtle sig-
natures of a connection between the main and red-shifted com-
ponent, as we discuss below.

In Fig. 6 the main line parameters determined as described
in Sec. 3.2 are shown after averaging over all 13 pixels in the
northern part of the downflow region. The shock-like temporal
fluctuations are striking in both the Doppler shift (black curve in
upper right panel) and main peak intensity (red curve), especially
in the middle of the displayed part of the observations. The green
crosses mark the zero-crossing times of velocity in the shock
front passages. At those times the main peak intensity is near its
minimum.

The symbols in the lower right panel of Fig. 6 show the in-
tensity of the Si iv 1403 Å red-shifted satellite as a function of
time. Here we averaged the satellite peak intensities over five
consecutive measurements in order to reduce the noise. One can
see that the shock waves leave a weak imprint on the satellite
intensity. However, there is an anti-correlation to the intensity of
the main component. The satellite’s maximum intensity is found
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Fig. 6. Right panels: temporal evolution of Si iv line parameters averaged over the region where the line shows a satellite (black: intensity; red:
velocity). Dotted and dashed vertical lines mark the beginning and end of shock front passages, respectively. Positive velocities correspond to blue
shifts. The times of zero velocity in the shock fronts are marked by green crosses. The main component’s peak intensity shows a minimum at
these times. The lower right panel shows the temporal evolution of the satellite’s peak intensity. Left panels: temporal evolution of the average
shock front of the 9 shocks marked by crosses in the upper right panel; time is given relative to the zero-crossing times of the main component’s
Doppler-shift. The intensities of the Si iv satellite and main component are anti-correlated.

at times of mimimum intensity in the main component (see black
symbols in the left panels of Fig. 6, which show the fluctuations
averaged over the 9 shock front events having their zero-velocity
marked by crosses in the upper right panel, taking the time of
vanishing velocity as temporal reference). The error bars in the
left panels show the error of the mean value of the displayed
signal after averaging over the 9 shock events.

Interestingly, the satellite intensity (black symbols in the
lower left panel of Fig. 6) is not only anti-correlated to the in-
tensity of the main component, but also shows a di↵erent shape.
The shock-like shape is much less pronounced in the satellite’s
intensity profile and reveals a slight preference of opposite sign
having a slow rise before and a faster decrease after the peak in-
tensity, which might hint at a downward shock. We will come
back to this particular feature further down in the Discussion.

4. Discussion

The transition region is highly structured and dynamic (e.g.
Mariska 1992). This fact has become even more obvious in re-
cent high-resolution IRIS observations (e.g. Tian et al. 2014b;
Hansteen et al. 2014). It is therefore quite remarkable, that the
downflow we observe in a sunspot umbra is rather stationary for
nearly 1.5 hours. Has such a phenomenon been observed be-
fore? We do believe that the one snapshot obtained during the

HRTS I flight by Dere (1982) and Nicolas et al. (1982) and the
SUMER observations of a dual flows in O v and N v in sunspots
by Brynildsen et al. (2001) and Brynildsen et al. (2004) show the
same phenomenon, albeit at a di↵erent (higher) temperature in
the latter cases (O v and N v vs Si iv and O iv).

What could be the origin of the feature we see? An obvi-
ous candidate, of course, is coronal rain, a commonly observed
phenomenon, in the EUV and even H↵ (e.g. Wiik et al. 1996;
Schrijver 2001; de Groof et al. 2005; Müller et al. 2005a). In or-
der to obtain information about flows at other temperatures, we
inspected co-spatial and co-temporal SDO/AIA data and found
material flowing towards the sunspot in all channels. In the right
panel of Fig. 4 we show the intensity in the 304 Å passband,
integrated across the path marked by the green line in the AIA
304 Å context image, as a function of the distance from point
“C”. We find plane-of-sky inflows towards the sunspot reach-
ing velocities of the order of the (vertical) downflow observed
by IRIS (indicated by the continuous line of 90 km s�1). One
could speculate that these flows feed the downflow plume. How-
ever, the signature of the inflowing material in the AIA channels
disappears before reaching the light-bridge which is marked by
the blue dashed lines in the time-distance plot and by the corre-
sponding tick marks in the AIA 304 Å context image in Fig. 4,
leaving the central part of the umbra dominated by the umbral
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coronal loop substructures which are on ~100 km spatial scales. The 1.6 m New Solar Telescope (NST)20 at Big 
Bear Solar Observatory (BBSO) is another large telescope known for its leading-edge observational capabili-
ties. With the adaptive optics system and the speckle image reconstruction processing technique21, the Visible 
Imaging Spectrometer (VIS)22 at NST can achieve a pixel size as small as ~0″ .03 (corresponding to ~20 km), 
unparalleled by any previous observation. An earlier NST/VIS Hα observation revealed a fine structure of flare 
ribbons in a sunspot that consists of a string of bright knots as small as ~100 km23. To our knowledge, this is the 
finest-resolution flare ribbon reported to date. However, due to limited duty cycle in good seeing conditions, such 
a diffraction-limited flare observation is extremely rare.

In this paper we present a high spatial resolution observation of an M-class flare using the NST/VIS chromo-
spheric Hα images. In addition to the long-enduring flaring process, the observation also reveals details of cor-
onal rain (made of condensing plasma during the post-flare cooling phase)24,25 falling down along the post-flare 
loops, and the chromosphere’s response to the impact of coronal rain, showing fine-scale brightenings at the 
footpoints of the falling plasma. Using images of multiple wavelength in the Hα spectral line, we measure the 
cross-sectional widths of the flare ribbons, the post-flare loops and the brightenings at the footpoints, all of which 
are generally on sub-acrsecond scales (<200 km). Our observation provides a novel information on the spatial 
scale of the energy transport and heating mechanism of solar flares.

Observations and Results
The flare that we discuss in this paper appeared in NOAA active region (AR) 12371 on 2015 June 22, with a peak 
GOES soft X-ray (SXR) flux at 18:23 UT (Fig. 1a). The flare exhibited a two-ribbon structure as shown in a snap-
shot ultraviolet (UV) 1600 Å image (at a pixel size of 0″ .6) taken by the Atmospheric Imaging Assembly (AIA)26 
on the Solar Dynamics Observatory (SDO)27 (Fig. 1b). NST/VIS observations in the Hα 6563 Å line centre and 
off-bands (± 0.6 Å and ± 1.0 Å) are also available, each at a time cadence of 28 s. The field-of-view (FOV) of the 
NST/VIS images is ~57″  ×  64″ , covering the main portion of the eastern ribbon (Fig. 1c,d). The pixel size of the 
NST/VIS images is 0″ .03 (~20 km), approaching the diffraction limit of the telescope, and 20 times smaller than 
that of the SDO/AIA UV and EUV images, allowing us to study the fine-scale structures at the chromosphere in 
unprecedented detail.

Figure 1. Panel (a) GOES soft X-ray 1–8 Å light curve. The vertical dotted line indicates the time 18:13:22 
UT. The SDO/AIA and NST/VIS images shown in panels (b–d) were all taken within 6 s from this time. Panel 
(b) the full-disk SDO/AIA 1600 Å map. It serves as the reference to register the NST’s FOV with heliographic 
coordinates. The white box outlines the region of interest (ROI) where the flare occurred. Panel (c) a blend of 
NST/VIS Hα +  1.0 Å image and a larger SDO/AIA 1600 Å map. The field-of-view (FOV) of panel (c) is the same 
as the boxed region in panel (b). Panel (d) the zoomed-in view of the NST/VIS image in panel (c). The entire 
NST/VIS Hα +  1.0Å image sequence can be found as Supplementary Movie 1.
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Supplementary Movie 1 shows the NST/VIS Hα +  1.0 Å image sequence (rebinned to 630 ×  706 pixels) run-
ning from 17:14 to 19:35 UT at 28 s cadence. In the movie we see the ribbon propagating eastward across the 
sunspots, the appearance of more and more post-flare loops which are filled with condensing chromospheric 
plasma, the clumps of chromospheric plasma falling toward the loop footpoints (coronal rain hereafter), and the 
fine-scale brightenings on the chromosphere when it is impacted by the condensed plasma. We use the original, 
full resolution images to measure the widths of flare ribbons, post-flare loops and footpoint brightenings, pre-
sented in the following.

In the standard flare model, the red-shifted leading edge of the flare maps out the footpoints into which non-
thermal electron beams precipitate along the newly reconnected field lines28. To localize this red-shifted leading 
edge of the flare, we produced pseudo Dopplergrams in Hα ±  1.0 Å by subtracting the red wing from the blue 
wing images. In these pseudo Dopplergrams, the red shifts (i.e., downward flows) are shown in red color. A 
red-shifted ribbon can be identified along the outer border of the flare (Fig. 2b–e), and used here to localize the 
leading edge. As shown in the representative examples in Fig. 2, the cross-sectional Gaussian full width at half 
maximum (FWHM) of the leading edge ranges from 110–161 km, very close to the narrowest red-shifted flare 
ribbon (100 km) detected so far23.

While the flare proceeds into a long decay phase, post-flare loops that were filled with hot plasma due to 
chromospheric evaporation begin to cool and become visible in Hα. Figure 3a shows a Hα +  1.0 Å snapshot of 
the post-flare loop system. We selected six distinctive loops (marked by the short cross-cut slits in Fig. 3a) in this 
image and measured their cross-sectional Gaussian FWHM which is within a range of 89–133 km (Fig. 3b–g). 
The Hα post-flare loops found here have nearly the same size as the loops recently detected by another large tele-
scope SST18,19, and represent one of the finest scale loop structures resolved to date.

The most interesting new phenomenon revealed by this observation is the fine-scale brightenings at the foot-
points of falling plasma. It is obvious in the movie that coronal rain streams down along the loops and causes 
brightenings when it impacts the surface. These brightenings are red-shifted in our pseudo Dopplergrams, 
also suggesting a connection with the downward flow of plasma (Fig. 4c). Here we measure the cross-sectional 
FWHM of the brightenings, as demonstrated for a few examples in Fig. 4. Each brightening usually disappears 
within 1–2 min with the depletion of the stream of plasma. On the whole they appear in succession with a clear 
tendency to appear progressively further away from the primary magnetic polarity inversion line (PIL) with time 
(Fig. 5) just like the flaring ribbons do.

Figure 6 presents the FWHM distribution of post-flare loops and that of footpoint brightenings, based on the 
samples of 107 loops and 108 brightenings. Note that our samples do not cover all the loops and brightenings 
identified in the image sequence. We tend to select those of distinctive and relatively pronounced cross-sectional 
intensity profiles close to a Gaussian distribution. As shown in Fig. 6, flare loops and footpoint brightenings have 
similar width distributions with an average of 124 ±  19 km and 150 ±  15 km, respectively.

Discussion
The cross-sectional widths of flare ribbons, flare loops and brightenings at the footpoints of coronal rain in this 
case are mostly in the range of 80–200 km, well below the resolution of most current instruments used for flare 
studies. Then an important question is whether the loops/brightenings detected by NST/VIS in this study repre-
sent a true physical spatial scale of the energy transport mechanism. Unfortunately, even with the most powerful 
ground-based telescope in the present, we still cannot make such a statement because we cannot exclude the 

Figure 2. Panel (a) a snapshot of Hα +  1.0 Å image taken in the impulsive phase of the flare. Four boxes 
(labelled from ‘b’ to ‘e’) mark the FOV of the zoomed-in images in panels (b–e) in this figure. Panels (b–e) four 
blends of the Hα +  1.0 Å images (gray scale) and the associated pseudo Dopplergrams (with red corresponding 
to red shift), at selected times. In each panel the slit cross-cutting the red-shifted leading edge of the flare shows 
where the cross-sectional width was measured. Panels (f–i) the normalized pseudo Dopplergram intensity 
profile (red dots) along the slit in the top panel and the Gaussian fit (black curve). The Gaussian FWHM and 
±3σ are provided in each panel.
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possibility that these loops/brightenings are composed of collections of finer substructures which scale below the 
resolution limit. In fact, according to some nanoflare models, the cross-sectional width of coronal loop substruc-
tures could be as small as 15–20 km29,30, which is beyond the present observational capabilities.

Nevertheless, getting to such a level of fine structures as shown in this study enables us to move forward in 
understanding the fundamental spatial scale of flare energy transport mechanism. For instance, using the leading 
edge of flare ribbon to determine an FWHM of Hα emission, we get a width d of 110–161 km (Fig. 2). Assuming 
that the leading edge consists of a single string of circular footpoints, the footpoint area π( )d

2

2
 would be of order 

1014 cm2, which is at least two orders of magnitude smaller than previously reported flare kernel size measured in 
hard X-ray (HXR)31,32 and at least four times smaller than that in earlier optical observations33–36. This footpoint 
area is critical in many radiative hydrodynamic models of electron beam precipitation in flares37–39. In addition, a 

Figure 3. Panel (a) a snapshot of Hα +  1.0 Å image taken in the decay phase of the flare. Six short slits mark 
where the cross-section of six loops were measured. Panels (b–g) the normalized Hα +  1.0 Å intensity profiles 
(black dots) along the slits and the Gaussian fits (black curves). The six slits in panel (a) are distinguished by 
labelling with panel letters ‘b’ through ‘g’. The Gaussian FWHM and its ±3σ are provided in each panel.

Figure 4. Panel (a) a snapshot of Hα +  1.0 Å image showing post-flare brightening associated with coronal 
rain. The white box marks the ROI where the brightenings occurred. Panel (b) the zoomed-in view of the 
ROI marked by the white box in panel (a). The slits, with different colors, mark where the brightenings’ cross-
sectional width were measured. Panel (c) the pseudo Dopplergrams (with red corresponding to red shift) of 
the ROI. Panels (d–g) the normalized Hα +  1.0 Å intensity profiles along the slits and the Gaussian fits. For 
reference, the color of each profile is the same as the color of the slit (see panel b). The Gaussian FWHM and 
±3σ are provided in the panels.
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multi-threaded chromospheric density model has been proposed to explain the disparity between predicted and 
observed vertical extents of HXR sources40. In that model, the chromosphere is not a uniform median but instead 
is composed of fine-scale strands of different density structure. The fine-scale footpoint area determined by our 
observation suggests a very small filling factor, hence an extremely high flux of nonthermal electron beams per 
unit area, which has not yet been dealt with by any radiative hydrodynamic models.

On the other hand, many hydrodynamic loop models also suggest that, in order to form stable and warm 
coronal loops, coronal loops may consist of unresolved strands, with typical cross-sectional width on the order 
of 10–100 km9–15. In other words, most observations of coronal loops may represent superpositions of multiple 
unresolved strands at different stages of heating and cooling13. A recent study based on analysis of SST/CRISP 
and SDO/AIA observation confirmed the existence of multi-thermal, multi-stranded substructures, which are 

Figure 5. A snapshot NST Hα + 1.0 Å image (gray scale) taken at 18:54:34 UT. White contours are magnetic 
polarity inversion lines (PILs). The superimposed dots summarize the locations of footpoint brightenings in the 
image sequence which were identified manually. The colors are assigned in chronological order of appearance. 
Time is indicated by the color code.

Figure 6. Cross-sectional Gaussian FWHM distribution of post-flare loops (blue) based on a sample of 
107 loops, and that of footpoint(FP) brightenings (yellow) based on a sample of 108 brightenings. The 
vertical blue/yellow dashed lines represent the mean of each distribution. The vertical grey solid line marks the 
resolution limit of NST/VIS.
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multi-threaded chromospheric density model has been proposed to explain the disparity between predicted and 
observed vertical extents of HXR sources40. In that model, the chromosphere is not a uniform median but instead 
is composed of fine-scale strands of different density structure. The fine-scale footpoint area determined by our 
observation suggests a very small filling factor, hence an extremely high flux of nonthermal electron beams per 
unit area, which has not yet been dealt with by any radiative hydrodynamic models.

On the other hand, many hydrodynamic loop models also suggest that, in order to form stable and warm 
coronal loops, coronal loops may consist of unresolved strands, with typical cross-sectional width on the order 
of 10–100 km9–15. In other words, most observations of coronal loops may represent superpositions of multiple 
unresolved strands at different stages of heating and cooling13. A recent study based on analysis of SST/CRISP 
and SDO/AIA observation confirmed the existence of multi-thermal, multi-stranded substructures, which are 
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mostly on ~100 km spatial scales approaching the diffraction limit of the SST/CRISP19. Here we detect similarly 
scaled loop strands with NST/VIS, which is another piece of evidence for the presence of such substructures as 
was predicted by the models.

We notice that the brightenings at the impact points of coronal rain are different in many respects from other 
flare-related brightenings, those known as sequential chromospheric brightenings (SCBs)41–43. SCBs, which 
usually show no discernible connection with the coronal loops, are presumably associated with a non-localized 
(sometimes even transequatorial) loop system which is destabilized during the eruption; they appear first near 
the flare site during the impulsive phase and often precede the Hα emission peak; then they appear progressively 
far from the flare site, with multiple clusters in different directions41–43. The brightenings found here, in contrast, 
appear at the footpoints of the post-flare loops simultaneously with the impact of dense plasma, and manifest a 
nearly organized moving pattern by following the path of a previously observed flaring ribbon. In other words, 
they behave as a rerun of the flare, but of course at an energetically negligible magnitude. More importantly, the 
brightenings found here are on a much finer scale than SCBs. Only state-of-the-art large ground-based telescopes 
such as NST are able to resolve such fine features.

We also notice that small-scale bright footpoints (in and around a sunspot’s umbra) of coronal loops were 
previously detected with Interface Region Imaging Spectrograph (IRIS)44 in UV channels by Kleint et al.45. Those 
footpoints have a spatial FWHM of 0″ .35–0″ .7 (corresponding to ~250–500 km), and exhibit intermittent emis-
sion and bursts of strong Doppler red shifts with supersonic velocity up to 200 km s−1. There were no flares 
during that IRIS observation, and Kleint et al. attributed the cause of those bright footpoints to the impact of 
coronal rain on the transition region (TR). For the event presented here, we also search for such brightenings in 
IRIS slit-jaw images. However, due to the facts that the pixel scale of IRIS slit-jaw images (0″ .17 pixel−1) is about  

Figure 7. Panel (a) an IRIS slit-jaw image obtained with the 2796 Å (Mg ii k) filter. The black line is the 
spectrograph slit. The dashed box marks the FOV of NST Hα images, and the solid box marks the FOV of 
panels (c,d). Panel (b) Doppler shifts and velocity of Mg ii k spectral line. Panels (c,d) the zoomed-in IRIS Mg ii 
k slit-jaw image and the NST Hα image, both have the same FOV and were taken almost at the same time. The 
brightenings are indicated with arrows. The Gaussian FWHM and ±3σ are provided.
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• Context / Motivation
- Rapid cooling and fine-scale structure of plasmas in post-flare loops

• Results

- Detail investigation of coronal rain formation in post-flare loops. 4 phases: 
conduction to radiation dominated
- Acceleration of cooling at final stage in chromospheric coronal rain formation 
(7300 K/s -> 22700 K/s). 

• Method

SST/CRISP + SDO/AIA
DEM inversion

Observing the formation of flare-driven coronal rain 

Scullion E. et al., ApJ (Accepted)



Source and sink of coronal rain

C9.0 Flare 1 July 2012

SDO/AIA: Fe XVIII 
94 Å (log T= 6.8)

Observing the formation of flare-driven coronal rain 
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Observing the formation of 
flare-driven coronal rain 



Detecting the onset of the loop-top thermal instability [1] leading 
to mass condensations [2] and at last catastrophic cooling with 
detectible chromospheric coronal rain [3]

rate of cooling = 7,300 K / sec

Scullion et al., 2016

Observing the formation of flare-driven 
coronal rain 
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Space Science Review on 
Coronal Rain

Structure - main topics

• Definition: thermal instability

• Kinds (quiescent & flare-driven), visibility across spectrum

• Methods: Observations & Simulations 

• Relation with similar phenomena (prominences & flocculent flows)

• Interdisciplinary (Solar & Stellar)

• Main target problems


