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ABSTRACT

Dissipation of magnetohydrodynamic (MHD) wave energy has been proposed as a viable heating mechanism in
the solar chromospheric plasma. Here, we use a simplified one-dimensional model of the chromosphere to
theoretically investigate the physical processes and spatial scales that are required for the efficient dissipation of
Alfvén waves and slow magnetoacoustic waves. We consider the governing equations for a partially ionized
hydrogen-helium plasma in the single-fluid MHD approximation and include realistic wave damping mechanisms
that may operate in the chromosphere, namely, Ohmic and ambipolar magnetic diffusion, viscosity, thermal
conduction, and radiative losses. We perform an analytic local study in the limit of small amplitudes to
approximately derive the lengthscales for critical damping and efficient dissipation of MHD wave energy. We find
that the critical dissipation lengthscale for Alfvén waves depends strongly on the magnetic field strength and ranges
from 10 m to 1 km for realistic field strengths. The damping of Alfvén waves is dominated by Ohmic diffusion for
weak magnetic field and low heights in the chromosphere, and by ambipolar diffusion for strong magnetic field and
medium/large heights in the chromosphere. Conversely, the damping of slow magnetoacoustic waves is less
efficient, and spatial scales shorter than 10 m are required for critical damping. Thermal conduction and viscosity
govern the damping of slow magnetoacoustic waves and play an equally important role at all heights. These results
indicate that the spatial scales at which strong wave heating may work in the chromosphere are currently
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unresolved by observations.
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1. INTRODUCTION

The plasma heating of the upper solar atmosphere is one of
the long-standing problems in solar physics. The physical
processes responsible for the transport of energy from the solar
interior and its dissipation in the atmospheric plasma are under
intense research (see, e.g., Parnell & De Moortel 2012). One of
the mechanisms that has been proposed to explain the transport
and dissipation of energy involves the propagation and
damping of magnetohydrodynamic (MHD) waves (see the
recent review by Arregui 2015 and references therein). Indeed,
observations indicate that MHD waves are ubiquitous in the
solar atmosphere and can have the required energy to heat the
upper layers (see, e.g., Cargill & de Moortel 2011; Mclntosh
et al. 2011; Hahn & Savin 2014; Jess et al. 2015). While the
overwhelming presence of the waves is demonstrated by the
observations, the physics behind the damping of the waves and
the deposition of wave energy into the plasma remains poorly
known.

In this paper, we perform a theoretical study on the
conditions for efficient dissipation of MHD wave energy in
the solar chromosphere. The realistic modeling of the physical
processes in the chromospheric plasma is challenging. Because
of the relatively low temperature, the chromospheric plasma is
only partially ionized and neutrals are predominant at low and
medium altitudes. It has been shown that partial ionization
effects have a strong impact on chromospheric dynamics (see,
e.g., Martinez-Sykora et al. 2012; Leake et al. 2014). Ion-
neutral collisions may play a crucial role in the release of
magnetic energy in the form of heat (Khomenko &
Collados 2012). Therefore, the consideration of partial
ionization is a unavoidable requisite for the realistic description
of the chromospheric physics.

The role of partial ionization on the damping of Alfvén
waves has been investigated in detail in the literature.
Estimations of the damping rate due to ion-neutral collisions
as a function of height in the chromosphere indicate that the
damping is most efficient for waves with high frequencies
closer to the local ion-neutral collision frequency (see, e.g., De
Pontieu et al. 2001; Khodachenko et al. 2004; Leake
et al. 2005; Soler et al. 2012a, among others). Recently, Soler
et al. (2015) investigated in detail this phenomenon and
showed that high-frequency Alfvén waves can be critically
damped, i.e., overdamped, because of ion-neutral collisions.
The energy carried by these overdamped waves could be
efficiently deposited in the plasma as a result of the strong
dissipation. In fact, previous computations of the plasma
heating rate obtained from numerical simulations (see Good-
man 2011; Song & Vasylitinas 2011; Russell & Fletcher 2013;
Tu & Song 2013) showed that dissipation of Alfvén wave
energy can provide a sustained heating over time that is
sufficient to compensate the chromospheric radiative losses at
low altitudes. So, it is well established that partial ionization
effects are important for the correct study of Alfvén wave
damping and associated heating in the chromosphere.

Concerning magnetoacoustic waves, Khodachenko et al.
(2004, 2006) obtained that thermal conduction and viscosity
can be important in their damping. Also, results from, e.g.,
Porter et al. (1994) and Carbonell et al. (2004) suggest that the
effect of radiative losses should be taken into account
depending on the plasma physical conditions. Conversely,
ion-neutral collisions may play a relatively less important role
in the direct damping of magnetoacoustic waves (see Forteza
et al. 2007). However, partial ionization should be appro-
priately accounted for, since the presence of neutrals in the
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plasma modifies the efficiency of thermal conduction and
viscosity. Therefore, as discussed by Khodachenko et al.
(2006), the correct and complete description of the damping of
the various types of MHD waves in the solar atmosphere in
general, and in the chromosphere in particular, requires the
consideration of all energy dissipation mechanisms, including
thermal, collisional, and frictional effects. We add that the
correct and complete description of the damping also requires
the consideration of all the components of the plasma, namely
the various ionized and neutral species.

Here we are concerned about the physical mechanisms that
are actually relevant in damping the waves and about the spatial
scales that are required for the chromospheric damping to be
efficient. We introduce the concept of “critical dissipation
lengthscale,” which is related to the occurrence of wave cutoffs.
The existence of cutoffs caused by the strong damping of the
waves is well documented in the literature (see, e.g., Kulsrud &
Pearce 1969; Mouschovias 1987; Kamaya & Nishi 1998;
Zaqarashvili et al. 2012; Soler et al. 2013a, 2013b, 2015;
Vranjes & Kono 2014, among others). The physical nature of
the wave cutoffs resides in the fact that the damping is so
strong that the wave restoring force is effectively suppressed
(see a more extensive explanation in Soler et al. 2013b). As a
result, wave perturbations decay in a timescale much shorter
than the wave period, a phenomenon called critical damping or
overdamping. For practical purposes, this means that the waves
are unable to propagate and so they cannot transport energy
away from the chromospheric medium. All the energy initially
stored in the wave perturbations is eventually deposited in the
plasma in the form of heat. Therefore, overdamped waves are
strong candidates to be connected with efficient plasma heating
in the chromosphere (Soler et al. 2015). Wave cutoffs due to
critical damping are physically and conceptually different from
the cutoffs due to plasma stratification studied in many
previous works.

The purpose of this paper is twofold. On the one hand, we
aim to perform a comprehensive theoretical study of the
physical mechanisms capable of producing the cutoff of Alfvén
and magnetoacoustic waves under chromospheric conditions. It
is common among theoretical works that investigate wave
damping to focus on the influence of one specific damping
mechanism and ignore other effects. We are interested in
providing a consistent description of all relevant physical
processes that may be involved in strong wave damping. On
the other hand, we aim to obtain the critical dissipation
lengthscales for the various types of MHD waves. The value of
the critical dissipation lengthscale is relevant because it
determines the spatial scales needed for wave heating to
become efficient. Strong plasma heating produced by dissipa-
tion of MHD wave energy would necessarily require spatial
scales of the order of the critical dissipation lengthscale.

Another important question from the theoretical point of
view is the role of helium in the damping of the waves. The
majority of previous works that investigated wave damping
ignored the influence of helium and assumed a chromospheric
plasma composed of hydrogen alone. However, it has been
shown that the presence of neutral and ionized helium can
enhance the damping of Alfvén waves due to ion-neutral
collisions (Zaqarashvili et al. 2013). A secondary objective of
this work is to determine the impact of helium on the efficiency
of the damping mechanisms and, consequently, on the critical
dissipation lengthscales.
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This paper is organized as follows. Section 2 contains the
description of the chromospheric model, the wave dissipation
mechanisms, and the basic equations governing wave propaga-
tion and damping. The critical dissipation lengthscales for
Alfvén waves and slow magnetoacoustic waves in the
chromospheric model are investigated in Sections 3 and 4,
respectively. Later, the results of this article are discussed in
Section 5 and some concluding remarks are given in Section 6.
Finally, the effect of dissipation on the nonlinear coupling of
Alfvén waves and slow waves is briefly explored in appendix.

2. BASIC EQUATIONS
2.1. Partially Ionized Chromospheric Model

We adopt a one-dimensional, static, gravitationally stratified
model for the chromosphere based on the semi-empirical model
F of Fontenla et al. (1993), hereafter the FAL93-F model. The
reason for choosing the FAL93-F model instead of more recent
models is that the models tabulated in Fontenla et al. (1993)
explicitly provide the variation of the neutral and ionized
helium densities with height. The same model was used in the
previous work by Soler et al. (2015), but the influence of
helium was not considered there.

We treat the chromospheric medium as a partially ionized
hydrogen—helium plasma composed of electrons, protons,
neutral hydrogen, neutral helium, and singly ionized helium.
Hereafter, subscripts e, p, H, He1, and He i explicitly denote
these species, respectively. The presence of doubly ionized
helium, He 1, and that of heavier species is ignored because of
their negligible abundance in the chromosphere. We define the
fraction of species 3 = e, p, H, Her, or Hem as

Eﬂ = &’
P

where p; = mgnyg is the mass density of species 3, with m; and

ey

ng the mass particle and number density, and p = Zg ps is the

total mass density. We note that £, ~ 0 owing to the very small
electron mass. We assume a strong thermal coupling and use
the same temperature, 7, for all the species. Figures 1(a)—(c)
shows the dependence on height, i, of the temperature, total
density, and fraction of the various species, respectively. The
sharp chromosphere-to-corona transition region is located at
h = 2000 km, where the temperature increases and the density
decreases abruptly. Hydrogen is mostly neutral for h <
1500 km, becomes to be ionized for 4 2 1500 km and is fully
ionized for h 2 2000 km. We note that there is a relatively
large abundance of neutral helium at large altitudes in the
chromosphere because the temperature is not high enough to
fully ionize helium.

The various species in the plasma exchange momentum by
means of particle collisions. The strength of the interaction
depends on the so-called friction coefficient, c. The friction
coefficient for collisions between two charged species g = e, p,
or Hen and ¢'= e, p, or Hemn, is (e.g., Spitzer 1962;
Braginskii 1965)

ngn et In Ay
Qqq' = q2 . - 3/2° @)
6W\/§60mqq/ (kB T/mqq/)

where my, = mymy / (mq + mq/) is the reduced mass, e is the
electron charge, kg is Boltzmann’s constant, ¢, is the
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Figure 1. Variation of physical parameters with height above the photosphere according to the chromospheric model F of Fontenla et al. (1993): (a) temperature, (b)
total density, (c) fraction of species, (d) ratio of ambipolar to Ohmic diffusivities for three different magnetic field strengths, (e) ratio of neutral viscosity to ion parallel
viscosity, and (f) ratio of neutral thermal conductivity to electron parallel thermal conductivity.

permittivity of free space, and In A 4¢ 15 Coulomb’s logarithm
given by (e.g., Spitzer 1962; Vranjes & Krstic 2013)

24mey/ky/>T3/?
e fng+ny

In turn, the friction coefficient for collisions between a charged
or neutral species 3 = e, p, H, He1, or Hem, and a neutral
species n = H or Her is (e.g., Braginskii 1965; Chapman &

In Agﬁ/ =1In (3)

Cowling 1970)

1/2
8kgT
B ] Ons 4)

Qpp = Nhn Mgy
T 3n

where 0j, is the collision cross section. Recent estimations of
this parameter can be found in Vranjes & Krstic (2013) and an
extensive discussion on the importance of its value for wave
damping is given in Soler et al. (2015).
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The expressions of the friction coefficients given above are
also valid for self-collisions, i.e., collisions between particles of
the same species. The total friction coefficient of species [ with
the other species is

ag= ) agy, ®)

6'=03

while the total friction coefficient of species 3 including self-
collisions is ag ot = g + Q3.

2.2. Single-fluid MHD Description of Plasma Dynamics

We study the dynamics of the partially ionized chromo-
spheric plasma within the framework of the single-fluid MHD
approximation. The single-fluid MHD approximation assumes
a strong coupling between ions, electrons, and neutrals so that
all the species effectively behave as one fluid (see Bragins-
kii 1965). This approximation is valid in the chromosphere as
long as the wave frequencies remain lower than the ion-neutral
collision frequency of the plasma and the wavelengths remain
longer than the mean free path of particles between collisions
(see, e.g., Zaqarashvili et al. 2011, 2013; Soler et al. 2013b). In
this approximation, the basic MHD equations are written in
terms of average quantities, while the effects of the interactions,
i.e., collisions, between the various species remain in the form
of nonideal terms (see details in, e.g., Forteza et al. 2007; Meier
& Shumlak 2012; Khomenko et al. 2014). The basic single-
fluid MHD equations used in this work are

Dp
— = — V' ) 6
o JAVARRY (6)
P2 Np -V kit (VxBxB (D
Dt H
%_f:Vx(va)—VX(nVXB)
+V x {ny[(V x B) x B] x B}, ®)
D,
2L~ Vv + (v - DL, €
Dt
RT
po T (o0
fi

with i the mean atomic weight of a hydrogen—helium plasma
given by

N 1 1 !
= (2513 + fH + ZgHeI + EgHeH) . (11D

Equations (6)—(10) are the continuity equation, momentum
equation, induction equation, energy equation, and the equation

. . D
of state, respectively. In these equations, D = % +v-V
t

denotes the material or total derivative, p is the thermal
pressure, v is the velocity vector, B is the magnetic field vector,
g is the acceleration of gravity, v is the adiabatic index, u the
magnetic permeability, 7 is the viscosity tensor, 1 and 7, are
the coefficients of Ohmic and ambipolar diffusion, respec-
tively, £ represents the net effect of all the sources and sinks of
energy, and R is the ideal gas constant. We note that Hall’s
term is ignored in the induction equation due to its irrelevant
role in damping the waves (Zaqarashvili et al. 2012; Soler
et al. 2015).
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2.3. Dissipation Mechanisms

Here we discuss the importance of the various dissipation
mechanisms that appear in the governing Equations (6)—(10).

Equation (8) contains two magnetic diffusion terms. The first
term on the right-hand side of Equation (8) is Ohmic diffusion,
which is caused by electron collisions. The coefficient of
Ohmic diffusion is given by

(e

=%
pe’ng

12)

Equation (12) corresponds to the classic Spitzer’s coefficient of
magnetic diffusion (Spitzer 1962). The second term on the
right-hand side of Equation (8) is ambipolar diffusion. This
term contains the effect of ion-neutral collisions. The
coefficient of ambipolar diffusion in a hydrogen—helium
plasma is given by (see Zaqarashvili et al. 2013)

_ géaHeI + f%{eIaH + 2€H§He[aH Hel

N = 2
,U(OéHaHeI — Qg Hel)

13)

Figure 1(d) displays the ratio |[B|*n, / n as a function of height
in the chromospheric model for three different values of the
magnetic field strength. We see that ambipolar diffusion is
dominant throughout the chromosphere except at low heights,
where Ohmic diffusion can be of importance for weak
magnetic fields. Therefore, we shall consider both Ohmic and
ambipolar diffusion in our computations.

Viscosity in a partially ionized plasma is essentially
determined by self-collisions of ions and neutrals. Electron
viscosity can be safely neglected by virtue of the small electron
mass (see, e.g., Braginskii 1965; Meier & Shumlak 2012). On
the one hand, we assume the neutral viscosity tensor, 7, to be
isotropic because of the absence of the direct effect of the
magnetic field on neutrals. Isotropy of neutral viscosity might
be altered by ion-neutral collisions (see Vranjes 2014), but this
effect is usually neglected (Meier & Shumlak 2012). Thus, the
neutral viscosity tensor used here is

o = —Cn(Vv + (W' =1 %V : v), (14)

where 1 is the identity tensor and ¢, is the coefficient of neutral
viscosity given by

2 2
6= (m“”“ + m”“"““)kBT, (15)
Q'H, tot Q'He 1,tot

where both neutral hydrogen and neutral helium are included.
On the other hand, the ion viscosity tensor, 7;, has a
complicated form in the presence of a magnetic field. It is
usually described as the sum of five components accounting for
parallel (or compressive) viscosity, perpendicular (or shear)
viscosity, and gyroviscosity (see the full expression in
Braginskii 1965). In the magnetized chromospheric plasma
parallel viscosity is several orders of magnitude larger than
both perpendicular viscosity and gyroviscosity. Then, we only
consider the ion parallel viscosity component, namely

i A —3§1,H(bb - %f)(bb - %i): Vv, (16)
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where b = B/|B| is the unit vector in the direction of the
magnetic field and Ci,H is the coefficient of ion parallel viscosity
given by

2
mpnp

2
Gy = 0.96[ - mHe"nHe”]kBT, (17)

Qp tot Q'He 11, tot

where both protons and singly ionized helium are included.
Figure 1(e) displays the ratio ¢, /¢; ; as a function of height in
the chromospheric model. We clearly see that neutral viscosity
is several orders of magnitude more important than ion
viscosity throughout the chromosphere. Because of this result,
we are allowed to completely neglect ion viscosity compared to
neutral viscosity. We shall approximate 7 ~ 7, in our
computations.

The effect of all the sources and sinks of energy is included
in the function £ in the right-hand side of the energy equation
(Equation (9)). The expression of L is

L=-V-q—LpT)+j-E¥—#Vv+H, (18

where the various terms on the right-hand side are: the
divergence of heat flux due to thermal conduction ¢ = —xVT,
with s the thermal conductivity tensor; the radiative loss
function L(p, T); the generalized Joule heating j - E*, with
J = (V x B)/u the current density and E* = E + v x B the
effective electric field; the viscous heating 7#: Vv; and an
additional and unspecified source of heating H.

As happens for viscosity, thermal conduction in a magne-
tized plasma is strongly anisotropic. For convenience, we split
the thermal conductivity tensor into its components parallel, 5,
and perpendicular, %, , to the magnetic field direction. In a fully
ionized plasma ) is essentially determined by electrons, while
K, 1s mainly due to ions and is negligible. In a partially ionized
plasma the isotropic thermal conductivity of neutrals has to be
added to both parallel and perpendicular components. Thus, the
parallel and perpendicular components of thermal conductivity
are approximated by k| ~ ke + K, and K| R K,, where k|
and k, are the parallel electron thermal conductivity and the
total neutral thermal conductivity, respectively, given by

2,2
kg T
Ko = 3278~ (19)
Qe tot
2 2
Ky = 2( W &)ké T. (20)
3\ ano ('He, tot

Figure 1(e) displays the ratio x,/ k., as a function of height in
the chromospheric model. The neutral thermal conductivity is
found to be more important than the electron thermal
conductivity except at large altitudes, where both thermal
conductivities are of the same order of magnitude. This is so
because hydrogen is largely ionized at those large altitudes, but
helium remains mostly neutral. Hence, we shall retain both
neutral and electron thermal conductivities in the computations
and express the divergence of the heat flux as

e,
|B|*

V-qB-V[ B-VT]V-(R,,VT). 21

The radiative loss function, L(p, T), accounts for plasma
cooling owing to radiative losses. Determining the
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chromospheric radiative losses as function of temperature and
density is a difficult task that requires complicated numerical
solutions of the radiative transfer problem. The radiative loss
rate depends, e.g., on the completeness of the atomic model
used for the calculation, on the atomic processes included, on
the ionization equilibrium, and element abundance assumed,
among other factors. The full solution of the radiative transfer
problem is beyond the purpose and scope of the present paper.
Here we follow a frequent alternative approach to account for
the solar plasma radiative losses based on a semi-empirical
parametrization of the radiative loss function (see, e.g.,
Hildner 1974; Rosner et al. 1978; Klimchuk & Cargill 2001;
Schure et al. 2009). This method enables us to incorporate
radiative losses in an approximate way without the need of
solving the full radiative transfer problem. The inconvenience
of this approach is that the semi-empirical radiative loss
function is obtained under the assumption of optically thin
plasma, while the cool chromospheric plasmas of interest here
do not completely satisfy this condition. Owing to finite optical
thickness, the actual radiative losses of the plasma would
probably be reduced in some degree compared to the optically
thin proxy. This fact should be taken into account when
interpreting the effect of radiative losses on the results. The
expression of the radiative loss function we use is

L(p, T) = p>*T°, (22)

where x* and « are piecewise constants depending of the
temperature. We use the parametrization of x* and a given in
Table 1 of Soler et al. (2012b), which are obtained from up-to-
date computations of radiative losses derived from the
CHIANTI atomic database (Dere et al. 1997; Landi
et al. 2012) assuming typical abundances in the solar
atmosphere. The reader is referred to Parenti et al. (2006)
and Parenti & Vial (2007) for details.

The generalized Joule term j - E* takes into account plasma
heating because of dissipation of electric currents. The
expression of j - E* is

2 (23)

. . |2 .
JE*=pn |JH‘ + e i

where 7). is the so-called Cowling’s diffusivity given by
e =1+ [BPn,, (24)

and jj and j, are the components of the current density parallel
and perpendicular to the magnetic field, respectively, that can
be computed as

mszxmwm (25)

J = lb x [(V x B) x b]. (26)
I

Thus, Ohmic magnetic diffusion is caused by the dissipation of
parallel currents, while Cowling’s magnetic diffusion, i.e., the
joint effect of Ohmic and ambipolar diffusion, is caused by the
dissipation of perpendicular currents (Khomenko & Colla-
dos 2012). As explained before, we shall retain both Ohmic and
ambipolar diffusion in the following computations.
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2.4. Equations for One-dimensional Wave Propagation

We reduce the set of basic equations to the case of the one-
dimensional chromospheric model. We use a Cartesian
coordinate system and assume that the plasma properties vary
along the x-direction only, whereas y and z are ignorable
directions. Therefore, the x-direction corresponds to the vertical
direction, so that gravity is oriented in the negative x-direction,
namely g = (—g, 0, 0), with g the acceleration of gravity at
the solar surface. We can conveniently rotate the coordinate
system for v and B to lie on the xy-plane with no loss of
generality. We redefine the x and y directions as the parallel, ||,
and perpendicular, L, directions, respectively. Hence,
v = (v, v, 0) and B = (B, B, 0). The solenoidal condition
V -B =0 imposes that OBj/Ox =0, while from the x-
component of Equation (8) we get 0B|/0t = 0. Therefore, Bj
is a constant in both space and time. In this one-dimensional
case, Equations (6)—(9) become

op 0
o o
0 0 4¢. 0
My om 1op 10 (40m) o
ot Ox pox pox\ 3 Ox
pp Ox
B
@g:ﬂﬁg+li(ﬁgy%_ﬂg 29)
ot ox p Ox ox wp Ox
aBl 8\/1 0 0 ( aBl)
— =Bj— — — (B —\| ne—1\: 30
o~ By~ o B e, G0
op p v 1 (8BL )2
= =y = — — 4 — DIl = -
ot i Ox w Ox 3 ) unc ox
o ( Bfke| aT 0 ( 8T)
| = k| - L T
Ox [ BH2 + B? Ox Ox " O0x (0. 1)
46, (ovY’ (am)z
o) | = HH|
3 (8x S Ox
(1)

In turn, the variations of temperature are related to those of
pressure and density by

10T _16p _10p
TOot pot  pot

Let us consider the static case so that we set
vy=v. = B =0 and 9/0t = 0. From Equation (28) we get

(32)

9p

o pg. (33)
This is the condition for a gravitationally stratified plasma and
is satisfied by the chromospheric model. In turn, from
Equation (31) we find that the condition for the plasma to be
in thermal equilibrium is that the arbitrary heating function
must be

T
H=L(p,T) - s—x[(ﬁe, + Hn)g—x]- (34)

The arbitrary heating term essentially balances the background
radiative losses since the contribution of thermal conduction,
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i.e., the second term on the right-hand side of Equation (34), is
almost negligible. We note that this heating term is merely
included to formally maintain the semi-empirical chromo-
spheric model in thermal equilibrium. The presence of this
arbitrary heating have no effect on the behavior and damping of
the waves superimposed on the background chromosphere.
Inspection of Equations (27)-(31) reveals that the velocity
longitudinal component, v, and the thermal pressure, p, are
nonlinearly coupled to the velocity and magnetic field
transverse components, v, and B;. This means that Alfvén
waves, which are polarized in the transverse direction to the
magnetic field, can nonlinearly drive perturbations associated
with longitudinally polarized slow magnetoacoustic waves. On
the contrary, if v, and B, are initially zero, slow magnetoa-
coustic waves cannot drive Alfvén waves in the plasma.

2.5. Approximate Local Analysis of Perturbations

The purpose of this paper is to obtain expressions for the
lengthscales that govern the dissipation of MHD waves in the
chromospheric plasma. To do so, we consider local perturba-
tions superimposed on the background plasma and perform an
approximate study in the limit of small amplitudes. The use of
the local analysis is justified by the fact that, for the waves to be
dissipated in the chromosphere, the wavelengths and the
associated dissipation lengthscales must necessarily be shorter
than the chromospheric gravitational scale height. The pressure
scale height in the chromosphere is ~300 km, so that we must
consider shorter lengthscales in this analysis. Consequently, the
effect of gravity on the wave perturbations is ignored in the
present local analysis, although gravitational stratification is
fully taken into account in the background plasma.

We define the dimensionless parameter ¢ = max |B, |/B| and
assume that € < 1. Then we write

p=py+ e (35)
p=p,+ €, (36)
T=Ty+ e*T, 37
v = 62VH/, (38)
v = ev, (39)
B| = By, (40)
B, = eB], (41)

where the subscript O denotes a background quantity and the
prime / denotes a perturbation. To separate the perturbations of
Alfvén waves from those of slow waves, the perturbations of
the perpendicular components of velocity and magnetic field
are assumed to be first-order in €, while the perturbations of the
remaining quantities are assumed to be second order in €. We
substitute these quantities in Equations (27)—(31) and separate
the various terms according to their order with respect to e.
The conditions for static equilibrium (Equations (33) and
(34)) are consistently recovered from the zeroth-order terms in
€. The first-order equations in € govern the behavior of v; and
B, and so they describe linear Alfvén waves, namely
v+ 0%
—L ==

By OB
+——t
or

, 42
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where En = (, / po- The second-order equations in € involve v”’ ,

p', p', and T, so that they describe linear slow magnetoacoustic

waves and also the generation of slow magnetoacoustic waves

due to the nonlinear coupling with the Alfvén waves, namely,
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where L, and Ly are the partial derivatives of the radiative loss
function with respect to density and temperature, respectively,

namely,
L,= (G_L) s Ly = (G_L) . “@7
9 ),,1 ) 1,

In addition, p’, p’, and T’ are related through the equation of
state as
/ / T!

L_£2 2 (48)

po ro T
The equations for higher orders in e represent nonlinear
corrections on the Alfvén and slow waves. In this approximate
study we consider sufficiently low amplitudes for the high-
order corrections in ¢ to be negligible. Therefore we restrict
ourselves to the first-order and second-order equations in e.

3. CRITICAL DISSIPATION LENGTHSCALE
OF ALFVEN WAVES

To start with, we consider Alfvén waves, which are
governed by Equations (42) and (43). These two equations
involve the transverse components of v and B and can be
appropriately combined into an equation for B only, namely,

0’B] 0’B] 0°B] ~ 0*B]
ZL - Ci ZL 2 - + 77C CII 4L
ot Ox Ox*0t Ox

— (nc + &) =0,

(49)

where ¢} = Boz/ p1py is the Alfvén velocity squared. Equa-
tion (49) governs linear Alfvén waves damped by Cowling’s
diffusion and viscosity. It can be shown that v| satisfies the
same equation.

Let us assume that a packet of Alfvén waves is generated
impulsively by a perturbation with a certain spatial form. Any
disturbance in the plasma can be expressed as a superposition
of Fourier modes. Each Fourier mode is characterized by a
wavenumber, k, and a frequency, w (k). Thus, we write

Bl = S Byexp [iky — iw(k)1], (50)
k
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where B, is the amplitude of the Fourier mode with
wavenumber k. We substitute this expression into Equation (49)
to find the dispersion relation for small-amplitude, linear
Alfvén waves in a viscous-resistive plasma, namely,

W2 (k) + ik*(ne + Gy )w k) — K2 — k', = 0. (51)

Equation (51) was previously derived by, e.g., Chandrasekhar
(1961) and Zaqarashvili et al. (2012).

The individual Fourier modes can be studied separately since
no interaction between different Fourier modes of the
wavepacket takes place in the small-amplitude, linear regime
considered here. We focus on one individual Fourier mode of
the wavepacket, so we set k to a fixed value and w(k) is
obtained by solving Equation (51). The analytic solution to
Equation (51) is

T i K -
w(k) = tkex| 1 —-—j—igiig- _’TZ(”C+'@)

(52)

The first term on the right-hand side of Equation (52) is the real
part of the frequency, namely, wg (k), and the second term is
the imaginary part, namely, wy (k). The + and — signs in front
of wg (k) correspond to waves propagating toward the positive
x-direction (upwards) and toward the negative x-direction
(downwards), respectively. Hence, the initial perturbation
naturally splits into two wavepackets propagating in opposite
directions. The imaginary part of w (k) defines a damping time
scale for the Fourier mode, so that its amplitude decreases in
time following an exponential law, namely, exp(—|wy (k)| ?).
Ideal undamped Alfvén waves are recovered when no
dissipation is present (o = En = 0), so that wg (k) = *kca
and wy(k) = 0 in that case. However, in the presence of
Cowling’s diffusion and/or viscosity Alfvén waves are
damped.

The quality factor, Q(k), is a dimensionless parameter that
characterizes how efficiently damped a specific Fourier mode
is. The quality factor is commonly defined as

1

Q) = 5

(53)

wﬂmy
wi(k)

The quality factor is independent of the direction of wave
propagation. The strength of wave damping depends on the
value of Q(k). According to the definition of Q(k) given in
Equation (53), the waves are weakly damped or underdamped
when Q(k) > 1/2. In that case, most of the wave energy
would not dissipate in the chromosphere. The larger Q(k), the
less efficient damping, so that no wave energy dissipation takes
place if Q (k) — oo. Conversely, when Q (k) < 1/2 the waves
are overdamped and the wave energy dissipation is very strong:
most of the wave energy is dissipated. The most extreme
situation takes place when Q (k) = 0, which corresponds to a
wave cutoff. In a cutoff scenario, waves cannot propagate and
all the energy stored in the waves is deposited in the plasma.
The expression of Q(k) computed from the Alfvén wave
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frequency (Equation (52)) is

‘nC_Zn \/kli_kz if k<k
JOES I T A (54
0 if k> ka,

where ka is a cutoff wavenumber for Alfvén waves given by
26A

ka = —————.
|77C - Cn

(35)

The Fourier modes of the wavepacket with k > k5 cannot
propagate in the form of Alfvén waves since their quality factor
is zero. As discussed before, the physical reason for this result
is that damping is extremely efficient for these large-k modes,
so that their propagation is inhibited due to the very strong
energy dissipation. Thus, the wavepackets that would even-
tually propagate away from the chromosphere necessarily
contain Fourier modes with k < ks alone, while the Fourier
modes with k > k4, would be completely dissipated in the
chromospheric plasma.

The cutoff wavenumber defines the lengthscale for which
dissipation is total, namely,

2_7T:7T|77C_Zn

)\ =
A kA CA

(56)
The critical dissipation lengthscale is plotted in Figure 2(a) as a
function of height for three values of the magnetic field
strength, namely By = 10, 100, and 1000 G. In the lower
chromosphere, the larger the magnetic field strength, the
shorter the critical dissipation lengthscale. The behavior is the
opposite one in the middle and upper chromosphere, where the
critical dissipation lengthscale increases when the magnetic
field strength is increased. The reason for this result resides in
the mechanisms responsible for the damping of the waves. This
is explored in Figure 2(b), which shows the critical dissipation
lengthscale for By = 10 G computed when only one specific
damping mechanism is retained. We recall that Cowling’s
diffusivity, 7., contains both Ohmic, 7, and ambipolar, 7,,
diffusivities. It can be seen that Ohmic diffusion dominates the
damping at low heights, while ambipolar diffusion becomes the
most important mechanism at large heights. Viscosity plays no
important role throughout the chromosphere. The switch from
Ohmic damping to ambipolar damping depends on the value of
the magnetic field strength. This is shown in Figure 2(c), where
the threshold magnetic field strength is plotted as a function of
height. This threshold magnetic field strength is computed as
By ~ /n/n,. We see that strong fields of the order of kG are
required at the low chromosphere for ambipolar diffusion to be
more important than Ohmic diffusion. However, only a few
tens of G are needed in the medium chromosphere, and very
weak fields are needed in the upper chromosphere. These
results concerning the relative importance of Ohmic and
ambipolar diffusion are consistent with the expected impor-
tance of the two effects according to Figure 1(d).

We have also explored the particular effect of helium on the
value of the critical dissipation lengthscale. Figure 2(d)
compares the Alfvén wave critical dissipation lengthscale for

SOLER, CARBONELL, & BALLESTER

By = 10 G when helium is taken into account and when the
effect of helium is neglected in the dissipation mechanisms.
This figure indicates that the effect of helium is not important
when the damping is caused by Ohmic diffusion. For the
magnetic field strength used in Figure 2(d), this happens when
h <900 km. However, helium should be taken into account
when the damping is dominated by ambipolar diffusion. In
Figure 2(d), this happens when /# 2 900 km. The reason for the
important impact of helium on the ambipolar damping is that
helium remains largely neutral in the chromosphere.
Obviously, since the importance of helium is linked to that of
ambipolar diffusion, the particular height at which the effect of
helium becomes important depends on the value of the
magnetic field strength considered (see again Figure 2(c)). In
general, the influence of helium should not be neglected (see
also Zaqarashvili et al. 2013).

4. CRITICAL DISSIPATION LENGTHSCALE
OF SLOW MAGNETOACOUSTIC WAVES

We move to the slow magnetoacoustic waves and consider
Equations (44)—(46). They can be combined to arrive at a rather
involved equation for v”' alone, namely,

PN P | e L
o ar )\ar T 3 o) o

0%/ 52 2 0%/
2 9 = S I

— + —1 R — w,
“ Ox20t 3 )[H X vy . wl)] Ox?

2 2p12

_ an(ﬁea—w) OBl

2up, | Ot Ox? Ox0Ot

2 B/ 2 B 7\2
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where ¢ = Po / po is the sound velocity squared and &, w),
and wy are defined as

(57)

T;
R= p—°(me,u + Fa), (58)
0
2
P
w, = p—OLp, (59)
0
T;
wp = 280y (60)
Po

The general solution to Equation (57) is the sum of the solution
of the related homogeneous equation and the particular solution
of the inhomogeneous equation. On the one hand, the solutions
of the homogeneous equation are uncoupled slow magnetoa-
coustic waves. The uncoupled slow waves do not interact with
the Alfvén waves studied in Section 3. On the other hand, the
particular solution of the inhomogeneous equation represents
the generation of slow magnetoacoustic waves due to the
nonlinear coupling with the Alfvén waves. We note that the
right-hand side of Equation (57) involves terms with B] and v/ .
These terms are associated with the Alfvén waves and are
responsible for nonlinear driving slow waves. Here, we focus
on the solution of the homogeneous version of Equation (57)
that represents uncoupled slow waves. The nonlinear driving of
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Figure 2. (a) Critical dissipation lengthscale for Alfvén waves as a function of height above the solar photosphere according to the chromospheric model F of Fontenla
et al. (1993). The various linestyles correspond to a magnetic field strength, By, of 10 G (solid), 100 G (dotted), and 1000 G (dashed). (b) Effect of the various damping
mechanisms on the critical dissipation lengthscale for Alfvén waves with By = 10 G: full result (solid), effect of Ohmic diffusion alone (dotted), effect of ambipolar
diffusion alone (dashed), and effect of viscosity alone (dotted—dashed). (c) Threshold magnetic field strength for which ambipolar diffusion dominates over Ohmic
diffusion as a function of height. (d) Effect of helium on the critical dissipation lengthscale for Alfvén waves with By = 10 G: full result (solid) and result without

helium (dotted).

slow waves due to the coupling with the Alfvén waves is
briefly addressed later in the Appendix.
We perform a Fourier analysis and write VH/ as

v =Y Vjkexp [ikx — iw(k)1], (61)
k

where V) is the amplitude of the kth Fourier mode of vH’ and k

and w (k) denote again the wavenumber and angular frequency.

We obtain the dispersion relation from the homogeneous

version of Equation (57), namely,

w3 (k) + iarw? (k) — aqqw (k) — iay = 0, (62)
with
a, = %anz + (v — 1)(/%/(2 + wT), (63)
2 N 4¢,

a = kz(cs + (’7 - 1)(,‘<&k2 + wT) 3 ), (64)

o2
ag= (v — 1)(F€k2 + S (wp — wp))kz. (65)

Y

Equation (62) is a third-order polynomial and is the dispersion
relation of parallel-propagating slow magnetoacoustic waves,
but it also describes thermal modes (Field 1965). In general,
slow waves and thermal modes are coupled when nonadiabatic
effects are considered (see, e.g., Porter et al. 1994; Carbonell
et al. 2004).

The thermal mode is the nonadiabatic version of the so-
called entropy mode, which is related to nonpropagating
perturbations of density in a plasma (Goedbloed &
Poedts 2004). Following the same method as in Soler et al.
(2012b), an approximate solution for the thermal mode in the
case of weak damping can be found by neglecting terms of
O(w?) in Equation (62). By doing so, we find

c?

(v — 1)(/%/62 + = (wr — wp))

w(k)~—1i 2 =
o + (v — D(FK? + wr) 3“

(66)

The approximate thermal mode frequency given in Equa-
tion (66) is purely imaginary. This means that thermal modes
are always nonpropagating regardless of the spatial scale of
their perturbations. For chromospheric conditions, the thermal
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Figure 3. (a) Critical dissipation lengthscale for slow magnetoacoustic waves as a function of height above the solar photosphere according to the chromospheric
model F of Fontenla et al. (1993). The various linestyles correspond to the full result (solid), the effect of thermal conduction alone (dotted), the effect of viscosity
alone (dashed), and the analytic approximation given in Equation (72) (symbols). (b) Effect of helium on the critical dissipation lengthscale for slow magnetoacoustic

waves: full result (solid) and result without helium (dotted).

mode imaginary part of the frequency is always negative, so
that the thermal mode is a purely damped solution (see, e.g.,
Soler et al. 2012b). Growing modes related to thermal
instabilities would require a positive imaginary part of the
frequency. Therefore, according to Equation (66) thermal
instability does not take place in the chromospheric plasma.
Thermal instability requires higher temperatures and is though
to occur in the coronal plasma (see details in Field 1965). For
an optically thin plasma, the condition for thermal instability is
that o < 0, where « is the exponent of the temperature in
Equation (22). In the absence of thermal conduction and
radiative losses, Equation (66) gives w(k) = 0. This zero-
frequency solution is the classic entropy mode in an adiabatic
plasma (see Goedbloed & Poedts 2004). We shall not explore
thermal modes further in this paper.

We go back to the study of slow waves. The exact analytic
solution to Equation (62) is too complicated to obtain a simple
expression of the critical dissipation lengthscale of slow waves.
However, we can apply the method of Soler et al. (2013a,
2013b) and use the polynomial discriminant of Equation (62) to
obtain some useful information. To do so, we perform the
change of variable w (k) = is(k) in Equation (62) and remove
the common factor —i. Then a cubic equation in s with real
coefficients is obtained, namely,

s(k)® + ars(k)* + ais(k) + ag = 0. (67)

Subsequently, we compute the polynomial discriminant, A, of
the cubic equation using the standard formula as

A =ajal — 4a? — 4asay — 27a¢ + 18aza1ay.  (68)

The full developed expression of the discriminant is not given
here for the sake of simplicity. The discriminant has the general
property that it is zero when the original polynomial has a
multiple root. This is very convenient, since a multiple zero of
Equation (62) occurs precisely when the slow wave suffers a
cutoff (see an explanation for the reason of this result in Soler
et al. 2013a, 2013b). As a function of height we numerically
determine the real values of k, i.e., the cutoff wavenumbers,
which cause the discriminant to vanish. We find that the
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discriminant has only one real root, namely &, which defines
the slow wave critical dissipation lengthscale as A\ = 27 /ks.
The numerically obtained critical dissipation lengthscale of
slow waves is plotted in Figure 3(a) as a function of height. The
lengthscale varies several orders of magnitude from ~10~* m
in the lower chromosphere to ~10m in the upper chromo-
sphere. Thus, the critical dissipation lengthscale for slow waves
is significantly shorter than that obtained for Alfvén waves in
Section 3. Slow waves require very short spatial scales to be
efficiently damped. Another difference between Alfvén waves
and slow waves is that the slow wave critical dissipation
lengthscale is unaffected by the value of the magnetic field
strength.

We note that the slow wave critical dissipation lengthscale
reaches very short values in the lower chromosphere. These
extremely short lengthscales are probably stretching the
assumptions behind the theory used in this paper. Such short
lengthscales are of the same order of or shorter than the mean
free path of particles between collisions. Therefore, the single-
fluid MHD approach may be compromised for such small
scales in the lower chromosphere. Multi-fluid or kinetic
approaches would be more convenient instead. Readers must
be aware that the results obtained here for the slow wave
critical dissipation lengthscale in the lower part of the
chromosphere should be interpreted with caution.

In order to gain physical insight on the mechanisms
responsible for the slow wave cutoff, now we compute the
critical dissipation lengthscale when only one specific damping
mechanism is retained. In the case of radiative losses, we find
that this mechanism cannot produce the cutoff of the slow
wave. In other words, the slow wave never becomes critically
damped because of the effect of radiative losses alone. The
impact of radiative losses on the damping of slow waves in the
chromosphere is therefore negligible. Conversely, the critical
dissipation lengthscale is very similar to the full result when
either thermal conduction or viscosity are considered alone
(these results are overplotted in Figure 3(a)). The two
mechanisms are equally important and both should be
considered to explain the slow wave dissipation.
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Taking advantage of the numerical result displayed in
Figure 3(a), we can try to find an analytic approximation of the
slow wave critical dissipation lengthscale. The process is as
follows. First, we decouple the slow wave from the thermal
mode by roughly neglecting the independent term from
Equation (62). Then, we consider the numerical result that
radiative losses are unimportant, so that we are allowed to
neglect the terms with wy and w,. This gives an approximate
solution for the slow wave frequency as

e (4 1l
—i€;(4§"—+(7——1)k), (69)

where again the + and — signs in front of the real part of the
frequency correspond to upward and downward propagating
waves, respectively. We use Equation (69) to compute quality
factor, Q(k), namely,

4
Lo o R ——
s .
3“ + (- DR
0 if k> kg

where k; is the approximate cutoff wavenumber for slow waves
given by

k. ~ 2¢q

(71)

o
‘Q—W—DR

3

The critical dissipation lengthscale defined by this cutoff
wavenumber is

45

3

ks Cs

T —(y— DE

(72)

We overplot Equation (72) in Figure 3(a). An excellent
agreement between the approximate lengthscale and the
numerically computed lengthscale is obtained. In addition,
we can compare Equation (72) with the expression for the
Alfvén wave critical dissipation lengthscale (Equation (56)).
We see that both equations are formally similar and that
thermal conduction plays in slow waves the same role as
Cowling’s diffusion plays in Alfvén waves.

As done in the case of Alfvén waves, we have also
investigated the specific effect of helium on the critical
dissipation lengthscale for slow magnetoacoustic waves.
Figure 3(b) shows the slow wave critical dissipation lengths-
cale when helium is taken into account and when the effect of
helium is omitted from the dissipation mechanisms. We obtain
that the influence of helium is negligible except at large
heights. As already discussed, the reason for this result is that
helium remains mostly neutral at all heights in the chromo-
sphere, while hydrogen gets fully ionized at large heights.
Therefore, at those large heights there is a significant amount of
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neutral helium that efficiently contributes to both thermal
conduction and viscosity.

5. DISCUSSION

Strongly damped waves are good candidates to produce
significant heating of the chromospheric plasma via conversion
of wave energy into thermal energy. Thus, it is important to
know the physical processes involved in the damping and the
spatial scales at which these processes work. We have
investigated the physical mechanisms that may be able to
efficiently dissipate MHD wave energy in the chromosphere
and have computed the spatial scales associated to critical
damping (wave cutoffs).

By comparing the results of Alfvén waves (Figure 2) and
slow magnetoacoustic waves (Figure 3), we notice several
important implications. For instance, the physical mechanisms
responsible for the occurrence of the cutoffs are different for
the two types of MHD waves. The Alfvén wave cutoff owes its
existence to the effect of Cowling’s (Ohmic+ambipolar)
diffusion, while viscosity plays a much less important role.
For practical purposes the impact of viscosity on Alfvén waves
can be safely neglected. In addition, neither thermal conduction
nor radiative losses affect the Alfvén wave damping at all,
owing to the incompressible nature of Alfvén waves.
Conversely, the slow magnetoacoustic wave cutoff is caused
by the combined effects of viscosity and thermal conduction,
with the two mechanisms playing an equally important role at
all heights in the chromosphere. Since slow waves are
unaffected by the magnetic field Cowling’s diffusion does
not play a role in the cutoff of slow waves, and radiative losses
are again irrelevant. Among all the considered damping
mechanisms, radiative losses are the only mechanism that can
be safely neglected on the case of both Alfvén and slow waves.
These results are consistent with previous estimations of the
efficiency of various damping mechanisms in the chromo-
sphere (Khodachenko et al. 2004, 2006).

Another relevant result is that the values of the critical
dissipation lengthscales are rather different for Alfvén and slow
magnetoacoustic waves. In the case of Alfvén waves, we find
that the critical dissipation lengthscale is very sensitive to the
magnetic field strength (see Figure 2(a)). In the low chromo-
sphere the stronger the field, the smaller the dissipation
lengthscale. Conversely, in the middle and high chromosphere
the stronger the field, the larger the dissipation lengthscale.
Because of the simplicity of our 1D model, we were restricted
to consider straight and constant magnetic fields. In reality the
chromospheric magnetic field is neither straight nor constant
but composed of flux tubes that expand from the photosphere
to the corona, with the magnetic field strength varying from
strengths of kG in the photosphere to strengths of few G in the
corona. To incorporate the effect of a magnetic field that
realistically varies with height, let us assume that the chromo-
spheric magnetic field strength can be roughly approximated by
the semi-empirical formula used by Leake & Arber (2006),

namely,
0.3
B = By P ,
pph

where By, and p,, are the magnetic field strength and density at
the photosphere. We compute the Alfvén wave critical
dissipation lengthscale according to this prescription for the

(73)
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Figure 4. Critical dissipation lengthscale of Alfvén waves (solid line) as a
function of height above the solar photosphere for a magnetic field strength that
varies according to Equation (73) with By, = 2 kG. The critical dissipation
lengthscale of slow waves (dashed line) is also plotted for comparison.

magnetic field strength. This result is displayed in Figure 4. For
this realistically varying field strength, the Alfvén wave critical
dissipation lengthscale is roughly constrained in between 10 m
(low chromosphere) and 1km (medium and heigh chromo-
sphere). We should note that the Alfvén wave critical
dissipation lengthscale obtained for a varying field strength is
roughly of the same order of magnitude as that obtained by
Soler et al. (2015, see their Figure 3), although in that paper the
effect of helium was ignored. Conversely, the slow magnetoa-
coustic wave critical lengthscale is unaffected by the magnetic
field strength. For comparison purposes, we have overplotted in
Figure 4 the slow wave critical lengthscale that was already
shown in Figure 3(a). We see that the slow wave critical
lengthscale is several orders of magnitude shorter than that
obtained for Alfvén waves. This comparison informs us that the
dissipation mechanisms working in the chromospheric plasma
are more efficient in dissipating magnetic energy (associated to
Alfvén waves) than acoustic energy (associated to slow
magnetoaocustic waves), because the efficient dissipation of
slow waves requires shorter spatial scales.

As mentioned in the Introduction, the observational evidence
of MHD waves in the chromosphere is overwhelming.
However, the fact that waves are observed does not
automatically imply that those waves are actually contributing
in heating the plasma. According to the results of this work,
only the waves with the appropriate spatial scales (wave-
lengths) may be able to efficiently damp and deposit their
energy in the chromospheric medium. These spatial scales,
below 1 km for Alfvén waves and even smaller for magnetoa-
coustic waves, are unresolved by current space-based and
ground-based telescopes. In this direction, future instruments
operating at very high temporal and spatial resolutions like,
e.g., the Atacama Large Millimeter/submillimeter Array, may
be necessary to observe those very short spatial scales and so to
understand how MHD waves actually contribute to chromo-
spheric plasma heating (Wedemeyer et al. 2015).

6. CONCLUDING REMARKS

To conclude with, it is worth mentioning the possible impact
of the simplifications used in this work. We have defined the
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critical dissipation lengthscales as the spatial scales at which
strict wave cutoffs occur. A strict cutoff is mathematically
defined so that the wave quality factor vanishes, i.e., @ = 0.
However, there are several physical effects not considered in
the present investigation that could remove the mathematically
strict wave cutoffs. Zaqarashvili et al. (2012), and later Soler
et al. (2015), showed that Hall’s term in the induction equation
has the effect of removing the strict cutoffs. As explained in
Zaqarashvili et al. (2012), in the presence of Hall’s term the
waves do not suffer a strict cutoff when the wavenumber
exceeds the critical value. Instead, the quality factor is nonzero
but is always constrained in the interval 0 < Q < 1/2. This is
the interval corresponding to overdamped waves. In connection
to the amount of wave energy that can be deposited in the
plasma, the fact that the waves have mathematically strict cut-
offs (Q=0) or are overdamped (0 < Q < 1/2) makes no
practical difference. In the case of overdamped waves, the
imaginary part of the frequency (related to damping) is larger
than the real part of the frequency (related to propagation).
Therefore, as happens in a strict cutoff scenario, an over-
damped MHD wave is unable to propagate, and so it cannot
transport its energy away from the chromosphere (Soler
et al. 2015). Hence, the actual condition for wave energy to
be efficiently dissipated in the chromosphere should be
0 < 1/2, which is less restrictive than the condition Q = 0
imposed here. In both cases, the critical lengthscales are very
similar. Another effect that can remove the strict cutoffs is the
consideration of electron inertia terms in the multi-fluid
description of the plasma (Zaqarashvili et al. 2012; Soler
et al. 2015). As in the case of Hall’s term, electron inertia terms
replace the strict cutoff by overdamping, but such a result has
no practical implications concerning wave heating.

We have assumed that chromospheric plasma dynamics can
be studied under the single-fluid MHD approximation. Multi-
fluid effects on the wave cutoffs have been investigated in
detail by Soler et al. (2013a, 2013b, 2015). They showed that
wave cutoffs consistently occur in both single-fluid and multi-
fluid theories. However, in the multi-fluid description it is
found that waves may be able to propagate again when the
lengthscale is further reduced and becomes smaller than a
second critical value. As explained by Soler et al. (2013b), this
second critical lengthscale would correspond to the spatial
scale at which neutrals decouple from ions, and so the single-
fluid approximation breaks down. Therefore, the existence of
the second critical lengthscale is not captured by the single-
fluid description of the plasma. This second critical lengthscale
could be so small for chromospheric conditions that the fluid
treatment of the plasma may become compromised (Soler
et al. 2015). Also, a more appropriate treatment of the slow
wave critical dissipation in the lower chromosphere would
require multi-fluid or kinetic approaches because of the
extremely short spatial scales obtained.

We have considered a static one-dimensional model of the
chromosphere, which allows us to analytically investigate the
damping of Alfvén and slow MHD waves in the limit of small
amplitudes and for spatial scales satisfying the local approx-
imation. The assumption of local analysis is fully justified in
view that the critical dissipation lengthscales of both Alfvén
and slow waves are much smaller than the pressure scale height
in the chromosphere (~300km). Nevertheless, it should be
acknowledged that a static model is a dramatic simplification
because it misses the dynamic behavior of the chromosphere
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seen in high-resolution observations and reproduced by
advanced numerical simulations (e.g., Martinez-Sykora
et al. 2012). A time-dependent background should be necessary
to account for the time-varying dynamics of the actual
chromosphere. In addition, because of the linear, small-
amplitude regime studied here, our approximate analysis is
able to describe wave damping but misses the changes in the
background due to wave energy deposition in the plasma. In
order to properly overcome the limitations of the present
analytic study, this paper needs to be extended in the future by
considering fully nonlinear numerical simulations of MHD
wave excitation and dissipation, including a time-dependent
dynamic background and the self-consistent changes in the
plasma due to wave energy dissipation. This is an interesting
task and will be tackled in a forthcoming work.
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APPENDIX
EFFECT OF DISSIPATION ON THE COUPLING
OF ALFVEN AND SLOW WAVES

Here we briefly investigate the slow waves that are
nonlinearly driven because of the presence of Alfvén waves.
To do so, we must explore the solutions to the full
Equation (57), taking into account the inhomogeneous driving
term on the right-hand side. We are mostly interested on the
impact of the Alfvén wave dissipation on the process of mode
coupling. Therefore, we shall focus on this particular aspect of
the coupling between the two waves. A detailed analysis of the
full evolution of nonlinear waves is left for future numerical
studies.

The analytic study of the inhomogeneous Equation (57) is
difficult due to the complexity of the equation. In order to make
further progress and to study the wave coupling analytically,
for simplicity we shall omit all dissipative mechanisms from
Equation (57). By doing so, we neglect the effect of dissipation
on the nonlinearly driven slow waves. However, the effect of
dissipation on the primary Alfvén wave is still considered at
full. Under this approximation, Equation (57) simplifies to

321;“’ - 232v|‘/ _ 1 32312' o
or? * Ox? 2pp OxOt

To study the nonlinear coupling between the primary Alfvén
wave and the nonlinearly driven slow wave, we write B] in the
form of Equation (50). In turn, we write VH/ as in Equation (61),
but now we use K and 2 to denote the wavenumber and
frequency of slow waves. We use this different notation to
distinguish the wavenumber and frequency of slow waves from
the wavenumber and frequency of Alfvén waves, namely k and
w. First, we substitute the expressions of B] and VH/ into
Equation (74) and obtain the relation between the wavenum-
bers and frequencies of the primary Alfvén wave and the
nonlinearly driven slow wave, namely K = 2k and 2 = 2w.
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Therefore, we recover the typical result that the frequency and
wavenumber of the nonlinearly generated slow mode are twice
the frequency and wavenumber of the primary Alfvén mode.
We shall use these relations to write all the following
expressions in terms of k and w. Next, we find the relation
between the amplitudes of B and v”' as

kw (k B;
Vik = % k. (75)
w? (k) — k%cS | 2up
where w(k) is the Alfvén wave frequency given by

Equation (52).
It is more useful to write the relation between the amplitudes
of two components of velocity, v| and . To do so, first we

must find the relation between v/ and B . Hence, we write

vl = STV exp [ikx — iw k)t + iy (k)] (76)
k

where V| ; is the amplitude of the Fourier mode of v| with
wavenumber k, and ¢, (k) accounts for phase differences
between v| and B. If k < ka the relation between By and V| ;
can be cast as

CA
Vi =—Db, 77
L= B 17
while ¢, (k) is given by
k
po(k) = m £ arctan | ———=|, (78)
Vi — K2

where, as before, the + and — signs correspond to upward and
downward propagating waves, respectively. Therefore, the
relation between the amplitudes of v/ and B! is constant, while
the phase shift depends on k. The phase shift is 7 for k < ka
and F7/2 when k — k5. Now, we use Equations (75) and (77)
to write the relation between the amplitudes of two components
of velocity as

Vi
2

kw (k)
w2 (k) — k2?2

Vik= (79)

In general, the relation of amplitudes of the two velocity
components is a function of k. When k < ku, the damping of
Alfvén waves is very weak and we can approximate the Alfvén
wave frequency by w(k) =~ tkcy. Then, the relation of
amplitudes of the two velocity components simplifies to

CA 2

Vi = Vi s (80)

2 ‘cﬁ — cs2

which is independent of k. Equation (80) shows that the parallel
velocity component associated to the nonlinearly driven slow
waves diverges when ¢ = ¢2. This is the condition of mode
conversion from Alfvén waves to slow waves. Since ¢y is a
function of the magnetic field strength, the specific height in the
chromosphere at which the condition c; = ¢ is satisfied
depends on the value of Bj. Figure 5(a) shows the mode
conversion height as a function of the magnetic field strength.
For weak fields, the condition ¢ = ¢ happens in the medium
and/or upper chromosphere, while the mode conversion height

moves to the low chromosphere when strong magnetic fields
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Figure 5. (a) Mode conversion height in the chromosphere as a function of the magnetic field strength in the dissipationless limit (k < ka). (b) Amplitude of the
longitudinal component of velocity, V) «, as a function of height in the chromosphere. Symbols denote results in the dissipationless limit (k < k) and lines are the
results in the limit of total dissipation (k — ka). Three different values of the magnetic field strength are considered: 10 G (solid line and crosses), 100 G (dotted line
and diamonds), and 1000 G (dashed line and asterisks). In all cases, we used V| y = 1km s~ ! as reference.

are considered. We have chosen V| ; = 1km s~ ! as a reference
value for the amplitude of the transverse component of velocity
and have plotted in Figure 5(b) the amplitude of the
longitudinal component for three different values of the
magnetic field strength. As predicted by Equation (80), the
longitudinal component of velocity diverges at those specific
heights where ¢ = ¢2. It is at those heights that the nonlinear
driving of slow waves is most effective. In the dissipationless
limit (k < k), energy from the Alfvén waves may be
efficiently transferred to the slow waves at those specific
heights.

Conversely, in the limit kK — ka the Alfvén waves are
fully damped and their frequency approximates by
w(k) ~ —ikz(nc + Z“n)/Z. In such a case, the relation of
amplitudes of the two velocity components tends to

77C+ Zn

1 e -4

VH,]( ~ — )
77c+ Cn

e — Cn

CA

2
Vl,k'

81)

2 2
cpy + ¢

We have used Equation (81) to overplot in Figure 5(b) the
amplitude of the longitudinal component of velocity in the limit
of strong diffusion of Alfvén waves (k — k). We see that the
infinite amplitudes obtained in the difussionless case are
replaced by finite amplitudes. To estimate the maximum
amplitude of V ;, we set c2 = ¢ and consider that the effect of
viscosity is much less important than that of Cowling’s
diffusion for the damping of Alfvén waves. Hence we neglect
viscosity from Equation (81). Then, the equation becomes

1
max (V1) ~ Evi’k' (82)

Equation (82) indicates that for small-amplitude Alfvén waves
with V| ; < ¢, the maximum amplitude of the longitudinal
component of velocity is necessarily very small in the limit of
strong dissipation.
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The approximate results obtained here suggest that the
nonlinear coupling of Alfvén and slow waves is affected by
dissipation of the primary Alfvén wave. Dissipation may
reduce the efficiency of Alfvén-to-slow mode conversion in the
chromospheric layer where ¢ = ¢2. However, these results are
obtained under quite restrictive approximations and their
validity should be checked by means of fully nonlinear
numerical simulations. We leave this task for forthcoming
works.
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