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Fig. 7. The same as Fig. 6 for two data subsets close to the maximum of solar cycle 23, ranging from 29 January 2000 to 29 March 2000 in the
left panels, and from 29 March 2000 to 28 May 2000 in the right panels, respectively. These time series were previously modelled by Krivova
et al. (2003, Fig. 3 right panels).

The model time series provide a good fit to the observed time
series in the four passbands for ω ≤ 0.2 (d−1), i.e., for time
scales longer than 5.0 days during the activity minimum phase,
with a significant degradation of the performance toward in-
creasing frequencies, likely to be due to the irradiance fluc-
tuations produced by ephemeral active regions with typical
lifetimes of 2−3 days (Harvey 1993). During the maximum
of activity, the best performance is obtained for frequencies
ω ≤ 0.25 (d−1), i.e., time scales longer than 4 days, but the
degradation of the performance towards higher frequencies is
less pronounced and the squared modulus of the coherency
stays at about 0.8 for the 402 nm band up to ω ∼ 1.0 (d−1).
This suggests that the variability of the solar irradiance close
to the maximum of activity is dominated by long-lived active
regions affecting predominantly the TSI and the longer optical
wavelengths. Moreover, during the maximum activity interval,
our model gives a better reproduction of the phase shifts due
to the active region growth and decay than during the interval
of minimum activity, as witnessed by the smaller dispersion of
the phase spectrum around the zero values. This indicates that

the typical lifetime of the surface inhomogeneities is compa-
rable to the typical time scale we assumed for changes of the
active region configuration, i.e., 7 days in the present model.
The determinations of the rotation period P and of the longi-
tude of the active regions are not significantly improved by the
simultaneous fitting of the TSI and SSI data. For a discussion
of such aspects and the long-term parameter variations related
to the 11-yr cycle, we refer the interested reader to Paper I.

5. Discussion and conclusions

The application of stellar-like approaches for modelling the so-
lar rotational modulation is not new (cf. Paper I, and refer-
ences therein). However, this is the first time, to our knowledge,
that total and optical multiband irradiance data are simultane-
ously modelled without any knowledge of the distribution of
active regions on the solar disk that can help to constrain the
free parameters (cf. Eker et al. 2003). The direct approach, i.e.,
the modelling of the solar irradiance variations in the TSI and
SSI passbands starting from the maps of the surface magnetic



Faculae are more contrasted close to the limb and produce an increase of the flux, 
while spots produce the maximum flux decrement when they are closer to disc 
centre because of projection effects. On the other hand, faculae have a small 
contrast at disc centre, so the effect of the spots is prevailing there.  







green shading indicates positive color index. Comparing panels
(b), (c), and (d) of Figure 1, we see that HD 30495 gets bluer as it
gets brighter (activity minimum) and redder as it gets fainter
(activity maximum). This is shown again more clearly in
Figures 2(b) and (c), in particular the remarkably tight color-
brightness correlation. We interpret this color shift as an increase
in surface temperature during times of activity minima, due to
the reduction of cool spots on the surface.

We computed the Lomb–Scargle periodogram (Scargle
1982; Horne & Baliunas 1986) from our time series to find
statistically significant periodicities in the data, with the results
shown in Figure 3. To verify the robustness of the peaks, we
compare the periodogram of the combined time series (thick
black line) to those of the individual MWO, SSS, and
SMARTS series over shorter intervals, as well as to the
periodogram of the �b y 2( ) photometry. Not shown in the
figure are the large peaks beyond 25 years in the MWO and
combined S-index periodograms, which are most likely due to
the windowing of the entire time series, not true physical
variation. The hatched regions of �P 1.1 on the left side of
periodograms contain a number of large peaks near 1 year,
which are aliases due to the seasonal sampling in our time

series. We verified these are all aliases by obtaining a least-
squares fit of the data to a sine wave with a period set by one of
the ∼1 year peaks, then subtracting that signal from the time
series and re-computing the periodogram. The new period-
ogram would no longer contain the ∼1 year peak, and a
corresponding low-frequency peak would be removed as well.
This established a symmetry between the low-frequency peaks
and these ∼1 year peaks, and as a result we do not consider any
peak <1.1 years to be physical. (See also Figure 4(c), in which
spurious ∼1 year peaks are found in the periodogram of a
signal of pure sine waves of lower frequency.)
Following Horne & Baliunas (1986), we calculate the “False

Alarm Probability” (FAP) threshold:

� � � �z Fln 1 1 1N1 i( )( ) ( )

where F is the probability that there exists a peak of height z at
any frequency due to random Gaussian noise in the signal, and
Ni is the number of independent frequencies in the time series.
We computedNi by generating 5000 random time series with the
same sampling times of our data, generating a probability
distribution for the maximum peak z, and fitting this distribution

Figure 3. Lomb–Scargle periodograms from the time series of Figure 1. Panel (a) contains the result from single-instrument S-index surveys and panel (b) the
combined S-index time series, as well as the APT photometry of Figure 1(c). Note the division in the period scale. The hatched region near xP 1 year contains
artifacts of the seasonal sampling. The green and red horizontal dashed lines are the “excellent” and “poor” significance thresholds for the S-index periodograms, as
defined in Baliunas et al. (1995). Note that the APT periodogram is scaled down by a factor of five for easy comparison and the magenta horizontal line is the
“excellent” threshold for that series.
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Fig. 6. Mount Wilson S-index time series in observing season 1984
(upper panel) and 1985 (lower panel). The solid lines denote best-fit
sine waves; the dashed line in the lower panel denotes the extrapola-
tion of the 1984 best-fit solution into 1985; see text for details.

sampling available for the year 1984 with 137 di↵erent nights.
The available data (in 1984) cover six months from January to
June and hence cover almost two of the ⌧ Boo activity cycles.
In Fig. 6 we show a close-up view of the Mount Wilson data
for the observing season 1984 (upper panel) and 1985 (lower
panel); for each season we removed the trends and brought all
data to the same mean value per season. For each observing
season we fit a sine wave with a period of 120 days (solid lines
in Fig. 6) to the data, we also propagated the best fit from ob-
serving season 1984 into observing season 1985 (dashed line in
lower panel of Fig. 6). It appears that some time in the second
half of 1984 a ”phase jump episode” occurred that was very
similar to that observed in the spring of 2016.

A second possible ”phase jump episode” is visible in the
Mount Wilson data taken in 1993. In upper panel of Fig. 7
we plot the Mount Wilson ⌧ Boo S-index time series; it ap-
pears that between days 5105 and 5115, i.e., a ten-day period
for which there is unfortunately no data, a jump from close to
maximum to close to minimum values occurred. For compar-
ison, in the lower panel we show the TIGRE light curve from
2016 (taken from Mittag et al. (2016)), where a similar phase
jump between day 13460 and day 13465 occurred. Therefore
activity phase jumps appear to occur on ⌧ Boo, however, the
available data coverage precludes us from determining a fre-
quency or occurrence pattern of such events.

3. Discussion and conclusion

We have inspected the data obtained for ⌧ Boo in the context
of the Mount Wilson monitoring program for the occurrence
of shorter term periodicities. Specifically we investigated
to what extent evidence for the four-month cycle recently
described by Mittag et al. (2016) can be found in this data
series. Using both the technique of discrete autocorrelation
functions and the technique of Lomb Scargle periodograms,
we find strong evidence for the occurrence of periodicities at a
period of about 120 days or four months in these data; other

Fig. 7. Mount Wilson S-index time series in the year 1993 (upper
panel) and TIGRE S-index time series in the year 2006 (lower panel);
see text for details.

shorter periods, especially at 90 days, may also be present
in the data. Therefore a cycle with a period of about 120
days seems to be consistently present in ⌧ Boo between at
least 1967, when the Mount Wilson observations started and
2016 with the TIGRE observations reported by Mittag et al.
(2016). These 49 years in the life of ⌧ Boo correspond to
approximately 147 cycles; in the case of the Sun this number
would correspond to more than 1600 years of continuous
cyclic activity. The Mount Wilson time series also provides
evidence for phase jumps in the observed Ca activity, however,
in general, the temporal sampling of the data is usually too
coarse for definite conclusions. There is, naturally, substantial
scatter in the data and almost nightly sampling is required to
distinguish the intrinsic scatter from deterministic variations in
the data. It is obvious that the dense monitoring of the Mount
Wilson S index is a good and observationally very simple
method to study the activity cycle of a star such as ⌧ Boo. It
would clearly be interesting to accompany these measurements
with simultaneous magnetic field measurements and Zeeman
Doppler images and check to what extent magnetic topologies
change during phase jumps of the activity cycle.
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a B8 V primary and a K2 IV secondary, as well as an F1 V
tertiary component (Richards 1993). V711 Tau is the closest
RS CVn binary and ! Per is the closest Algol binary to the
Sun; with distances of 28.5 and 29.0 pc, respectively (see
Table 1). In addition, ! Per and V711 Tau contain a mag-
netically active cool K subgiant star, and they have similar
orbital periods (2.8–2.9 days). The magnetic activity
detected from these two binaries should also be similar since
these binaries are synchronized and magnetic activity is cor-
related with stellar rotation and age (Skumanich 1972;
Noyes, Weiss, & Vaughan 1984; Baliunas & Vaughan 1985;
Simon 1990; Haisch & Schmitt 1996). However, the domi-
nant source of magnetic activity in an RS CVn binary is the
K-type primary, while, in the Algol binaries, the cool secon-
dary star is the only member of the binary that is magneti-
cally active. Moreover, the K star in ! Per is losing mass to
its companion by Roche-lobe overflow, while the K star in
V711 Tau does not fill its Roche lobe.

The RS CVn binary of UX Ari was chosen because, like
V711 Tau, flaring activity in this system has been docu-
mented for several decades. In these studies, both UX Ari
and V711 Tau have been characterized as ‘‘ active systems ’’
because they exhibit strong flares at X-ray, ultraviolet, and
radio wavelengths (Torricelli-Ciamponi et al. 1998). The
two binaries have similar components: V711 Tau contains
stars of spectral type G5 IV and K1 IV, while those of UX
Ari are G5 V and K0 IV (Fekel 1983; Carlos & Popper
1971). The K star is the more active companion in both sys-
tems. The main differences are that V711 Tau has a shorter
orbital period than UX Ari (2.84 days vs. 6.44 days), and
V711 Tau is closer than UX Ari (29 pc vs. 50 pc). Of the
two, V711 Tau should be more active since activity is corre-
lated with rotation, and it should have more intense flares
since it is closer to the Sun. The classical Algols have not
been considered to be as active as the RS CVn binaries even

though they contain cool stars that are similar to the more
active component in the RS CVn binaries. However, studies
of radio flares from Algol systems have shown that they
have flares that are comparable to those detected from RS
CVn binaries (Gibson 1976; Umana, Catalano, & Rodono
1991; Umana, Trigilio, & Catalano 1998). The Algol-type
system of " Lib has binary components of spectral type B9.5
V and G1 IV, with a G9 V tertiary (Worek 2001). It was
included in the survey because of its close distance (93 pc).

The main reason for pursuing a long-term radio flare sur-
vey was to identify the long-term flaring rates for active
binaries like ! Per and V711 Tau. It was challenging to
derive these rates to any satisfactory level because such a
survey required the use of a dedicated telescope for several
years. We were also driven by the need to understand the
complex process of mass transfer in Algol-type binaries as
established through Doppler tomography. This technique
was originally used to make reconstructed images of accre-
tion disks in cataclysmic variables (Marsh & Horne 1988;
Robinson, Marsh, & Smak 1993; Kaitchuck et al. 1994).
However, multiple sources of H# emission were identified in
the tomograms of the Algols. These include a gas stream
due to Roche lobe overflow, accretion regions (accretion
annulus or disk) around the mass gaining star, and the chro-
mosphere of the mass-losing secondary star (Richards,
Albright, & Bowles 1995; Richards, Jones, & Swain 1996;
Richards & Albright 1996; Albright & Richards 1996;
Richards 2001). Tomograms of two Algols (U CrB and
U Sge) suggested that the density of the gas distribution was
variable and could change dramatically from a gas stream
distribution to one resembling an accretion disk (Albright &
Richards 1996). The periodicity of these changes is still
unknown. Blondin, Richards, & Malinkowski (1995) and
Richards & Ratliff (1998) used two-dimensional hydro-
dynamic simulations to show that a significant change in the

Fig. 1.—Roche geometry for two Algol-type binaries (! Per and " Lib) and two RS CVn binaries (V711 Tau and UXAri). The plus sign marks the center of
mass of the binary, and the trajectory marked with small circles is the gravitational path of the gas stream due to Roche lobe overflow. For the Algols, the
primary is the detached component (spectral type B), while for the RS CVns, the primary is the larger, cooler, K-type star. Orbital phase, $ ¼ 0:0 occurs when
the secondary is in front of the primary. For the Algols, the active cool star is toward the observer at $ ¼ 0:0, but in the RS CVns, the more active K star is
toward the observer at $ ¼ 0:5.
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Table 1. Log of radio and optical observations. Start and Stop are given in Julian Date JD−2 448 965.17 (1992 Dec. 8).

Time interval Telescope Data points References

Radio 0÷1000 Effelsberg 100-m 230 Massi et al. (1998)
1000÷3386.95 Effelsberg 100-m 211 This work

1732.71÷2858.80 Green Bank Interferometer 2533 Richards et al. (2003)
Optical 1.59÷3393.46 Fairborn Automatic Photoelectric Telescope 869 Aarum Ulvås & Henry (2003)

 

  

Fig. 2. Result of the Phase Dispersion Minimization analysis. Note
that the analysis provides the most probable period as a minimum
(Stellingwerf 1997) and the vertical scale is shown reversed here.

4. Discussion and conclusions

The results of our timing analysis of a data base of radio mea-
surements (Fig. 1d) and a temporally coincident data base of
photometric V observations (Fig. 1a) of UX Arietis, are:

1. The Wavelet analysis over a total time interval of 3400 days
shows the presence of a quasi-periodic oscillation in the
range 256–512 days in both optical and radio data (Figs. 1b
and c).

2. The PDM analysis of the radio data determines that the
quasi-periodic oscillation between 256–512 days consists
of two distinct periods: Pradio1 = 288±6 days (the dominant
one) and Pradio2 = 383 ± 9 days (Fig. 2). The PDM analy-
sis of the optical data determines a period Popt1 = 301 ±
7 days, coincident within the errors with the radio period-
icity Pradio1 , and also a period Popt2 = 386 ± 11 days, co-
incident with the radio-periodicity Pradio2 . Therefore, both

Fig. 3. Bottom: folding of the radio data with a period of 294 days.
Phase 0 refers to t0 as in Table 1. The phase interval 0–1 is repeated
twice. There is a clear lack of energetic flares at Φ = 0.4. Top: folding
of the photometric V data with the same period of 294 days, as the
radio data. The data are averaged over phase bins of 0.01. The peak
for V at Φ = 0.4 corresponds to a minimum in spot coverage and is
well synchronized with the “hole” of radio flaring activity.

periods of the radio flaring activity have corresponding op-
tical counterparts.

3. The analysis of the data folded with the two determined
periods confirms and corroborates P1 whereas P2 appears
to be biased by the gaps in the sampling. When the data
are folded in phase with P = 294 days (the best com-
mon, optical and radio, period for P1) show a good phase
coverage (Fig. 3). Moreover, there exists a relationship be-
tween the radio curve and the optical curve: the maximum
V magnitude (i.e. the minimum spot coverage) is synchro-
nized with the minimum in radio flaring activity. Maximum
V magnitude and minimum radio flux density occur both at
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Fig. 1. Observations of V773 Tau with the Effelsberg 100-m telescope and the VLA. The VLA observations are those at 2.0 cm
centered at Julian Day 11730. The system V773 Tau is composed of two stars orbiting with a period of 51.075 days; the bars
in the figure show the periastron passages assuming as initial epoch t0 = 2449330.94 JD (Welty 1995).
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Fig. 2. Radio observations of V773 Tau folded with the orbital
period of 51.075 days. Phase 0 (1, 2) refers to the passage at
periastron.

also is a binary system, but with the two stars separated
by tens of stellar radii (Welty 1995). V773 Tau belongs to
the class of T Tauri stars (Neuhäuser 1997; Guenther et al.
2000). The fact that they are fully convective objects, to-
gether with their fast rotation, makes these objects very
similar to the RSCVn-type of stars from the point of view
of their magnetic activity with radio flares of three to six
orders of magnitude brighter than solar flares (Feigelson
& Montmerle 1999).
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Fig. 3. Fourier power spectrum of the time series shown in
Fig. 1. The dominant peak is at 52 ± 5 days. The second peak
(corresponding to 27.4 ± 1.4 and 25.9 ± 1.3 days) could be
one harmonic of the dominant peak. The third peak at 17.9 ±
0.6 days is a mode interaction feature: 1
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disappears when the Phase Dispersion Minimization method
(Stellingwerf 1978) is used instead of the Fourier analysis.

2. Periodicities in the stellar activity

V773 Tau was observed with the Effelsberg 100-m tele-
scope over a frequency range spanning from 8 GHz
(3.6 cm) to 40 GHz (7 mm). The monitoring covers a
total time interval of 522 days during which time we col-
lected 110 samples. No simultaneous measurements at dif-
ferent frequencies were performed. The observations have
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Fig. 5. The same as Fig. 4, but for sunspot number. The wavelet power
has been divided by 20 to allow for a better comparison.

rule out that these periods are related to each other. For all these
periods, just as for the solar cycle itself, both the amplitude
and frequency of the peaks change with time. Since the ampli-
tudes of the various peaks do not vary completely in phase (see
Figs. 2 and 3), the averaged frequencies do not need to be ex-
act multiples of a basic frequency. Hence it is still possible that
these peaks are related to the 1.3-year period.

Could the peaks at 5.2–1.3 years be harmonics of the
sunspot cycle? For the often quoted length of 11.2 years this
would in general not be the case (e.g., 11.2/1.28 = 8.75).
However, the amplitudes and periods of all the peaks vary with
time. This means that they should not be compared with the
simple time average of the sunspot cycle period, but rather the
average amplitude of the weighted period of the cycle, since it
is this quantity which is returned by the wavelet analysis. We
find that the resulting weighted period depends only slightly on
whether the sunspot number or the amplitude of the 1.3-year
peak is used as a weight, which is not unexpected judging from
Figs. 4 and 5. If we weight the sunspot cycle period obtained
by applying wavelets (e.g., Fligge et al. 1999) with the power
in the 1.3 year peak we obtain, averaged over time, 10.28 years
for the sunspot areas data set.

Table 1. Periods, P, and significance, s, of the possible nth sub-
harmonic of the 1.3-year period revealed by the wavelet analysis of
sunspot areas As and numbers Rz.

As Rz

n n ⇥ 1.3 P s (%) P s (%)
2 2.6 2.35/2.45 85 2.35/2.76 65
3 3.9 4.12 >99 4.16 80
4 5.2 5.23 >99 5.40 >99
5 6.5 6.49 95 6.42 75
6 7.8 7.89 95 7.97 90
7 9.1 8.99 >99
8 10.4 10.46 >99 10.79 >99

As can be seen from Table 2 this means that the deduced
1.28 year period could in principle be the 8th harmonic of the
solar cycle. For the sunspot number data this identification is
not so clear (Table 3) and does not improve if we restrict our
analysis to more recent and reliable data. We repeat this anal-
ysis for the other peaks that we tentatively identify as mul-
tiples of 1.3 years, weighting the cycle length with the cur-
rent amplitude of the relevant peak. The results are listed in
Tables 2 and 3. Only the peak around 5.2–5.4 years qualifies
as a harmonic of the solar cycle. Hence, most of the peaks be-
tween 2.4 and 9.1 years tentatively identified as subharmonics
of 1.3 years cannot be harmonics of the sunspot cycle, which
supports the idea that the 1.3-year period is independent of the
activity cycle. Given the good correlation with the sunspot cy-
cle amplitude (Figs. 4 and 5) we cannot completely rule out,
however, that the 1.3-year period itself (and hence probably
also the 156-day period) is a harmonic of the 11-year cycle.

5. Conclusions

Wavelet analysis of sunspot areas and sunspot numbers shows
that the periodicity of 1.3 years revealed in the rotation rate of
the Sun at the base of the convection zone is also present in
these records of solar activity. We also find significant power
at all multiples of 1.3 years up to 10.4 years, which is nearly
the period of the solar cycle. This suggests that variations in the
rotation rate do indeed have an influence on the workings of the
solar dynamo. We cannot rule out, however, that the 1.3 year
period seen in sunspot data is simply the 8th harmonic of the
sunspot cycle.

We also point out that the 154–158-day Rieger period ex-
hibited by solar flares could be the third harmonic of the
1.3-year period (which is 1.28 years in the sunspot data, and
whose third harmonic lies at 156 days). We also confirm the
presence of the 154–158-day period in variations of sunspot
areas and numbers, although with lower significance than the
1.3-year period, when averaged over the whole sunspot areas
time series. In contrast to Oliver et al. (1998) we find that the
156-day period persists into the most recent cycles.

The wavelet analysis clearly reveals that the power at the
1.3-year and the 156-day periods fluctuates considerably with
time, being stronger during stronger sunspot cycles. The high
correlation between all three quantities allows three interpre-
tations. 1. The 1.3-year and 156-day periods are harmonics of
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narrow (0.04 years broad) frequency interval centred on
1.28 years (dot-dashed curve). The correlation with As, al-
though imperfect, is nevertheless clearly seen. For the broad
frequency interval, considering just the 1.3 year interval (1.1–
1.5 years) does not turn up a particularly good correlation
with As or Rz. We noticed, however, that the amplitude of the
2.6 year peak shows in some ways a complementary behaviour
in that it is strong at times when the 1.3-year peak is weak and
vice versa. In Fig. 4b we therefore plot the sum of the power
in both peaks (1.3+ 2.6 years; dot-dashed curve). Figure 5 dis-
plays the 11-year smoothed sunspot number record (solid) to-
gether with the power in the narrow 1.3 year band (Fig. 5a) and
the combined power in the broad 1.3+ 2.6 year bands (Fig. 5b)
computed from sunspot numbers (dot-dashed curves).

The maximum value of the cross-correlation between
1.3 year power and sunspot area/number is approximately
0.75–0.8, reached at a time lag of approximately one cycle.
Hence, a variation in the power at the 1.3-year period precedes
the change in the sunspot areas or numbers. The maximum in
the cross correlation coe�cient as a function of time lag is,
however, rather broad, with the coe�cient at a zero lag being
lower by only 0.05�0.1. Thus we do not attach particular sig-
nificance to the presence of a time lag.

It is worth mentioning that a periodicity of around 1.4 years
was found by Silverman & Shapiro (1983) in a data set of
Swedish visual aurorae for the period 1721 to 1943. The power
at this period was found to be modulated over 65 years, with
strong maxima at 1754–1774 and 1822–1843 and a weaker
broad maximum during 1867–1900, which agrees reasonably
with maxima in the dot-dashed curve in Fig. 5b. The agreement
with Fig. 5a may be less good since some peaks may be missed
when considering a narrow interval, as the positions (periods)
of the peaks vary with time.

We repeated the correlation analysis with respect to the
156-day period and obtained very similar results. The power
in this peak (averaged over a period interval of 7 days) is rep-
resented by the dashed curves in Figs. 4a and 5a. The com-
bined power in the 156-day band and in the third harmonic of
the 2.6-year period, the 312-day band, is plotted in Figs. 4b
and 5b. Furthermore, we calculated the correlation coe�cient
between power at the longer period (1.3 or 1.3 + 2.6) and the
shorter one (156 or 156 + 312), which turned out to be about
0.7–0.8. Similar correlations are obtained between the 156-day
period power and the sunspot area and number records. The
probability that the correlations are due to chance is less than
5 ⇥ 10�5 for sunspot number and 5⇥ 10�3 for sunspot area (the
larger probability is because it is a shorter time series). Note
that the overall shape of the curves in Figs. 4 and 5 is robust
as far as perturbations of the period intervals are concerned (in
Figs. 4b and 5b we took 0.2, 0.3, 0.4 and 0.8 yr broad intervals
at 156 days, 312 days, 1.28 yr and 2.6 yr, respectively). The
correlation coe�cients also do not depend strongly on these
choices.

Since a part of the “noise” in the sunspot data is solar in
origin (fluctuations in the number and area of sunspots from
day to day) it may also scale with As and Rz. In this case the
high significance of the correlations between, e.g., 1.3 years
and 154–158 days would have to be questioned. We find,
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Fig. 4. The 11-year running mean of sunspot areas (solid line) and of
the corresponding wavelet power spectrum at the periods of 1.3 yr
(dot-dashed line) and 156 day (dotted line). The wavelet power has
been divided by a factor of f to allow it to be plotted on the same
scale. In Fig. 4a, dotted and dot-dashed curves have been normalized
by di↵erent values f ( f = 1000 and 2000, respectively), in Fig. 4b
f = 1600. a) Narrow intervals (which are 0.04 and 0.02 yr broad,
respectively) centered at the frequencies of maximum power. b) The
same, but for broad intervals and the combined power in the peaks
at 1.28 + 2.45 yr and 156 + 312 days, respectively (0.4 + 0.8 yr and
0.2 + 0.3 yr broad).

however, that the noise (which we take to be the power at
frequencies between the peaks) correlates only at a level of
0.2–0.4 with As and Rz, with the exact value of the correlation
coe�cient (and the phase of the “noise” power) being strongly
dependent on the exact frequency interval chosen. We therefore
conclude that the correlation between the power at the 1.3 years
and 156 days is not an artifact of a dependence of the noise on
sunspot number or area.

A striking feature of the power spectrum shown in Fig. 3
is the presence, apart from a few other maxima, of all multi-
ples of the 1.3-year peak. Besides the peak at close to 2.6 years
mentioned above, the higher multiples at 3.9, 5.2, 6.5, 7.8 and
9.1 years are seen at confidence levels higher than 90% (75%
for sunspot numbers, see Table 1). Note, however, that the “2.6-
year peak” in the global spectrum lies closer to 2.4 years, while
the “3.9-year peak” is actually found at 4.1 years. This does not
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Table 1. XMM-Newton observation log, average exposure times of the
three EPIC instruments, and results of spectral fits.

Date texp log T log EM LX
a

(ks) (K) (cm−3)

2011-05-16 6.5 6.47+0.06
−0.04, 6.82+0.03

−0.02 51.12+0.08
−0.05, 50.89+0.07

−0.17 6.0
2011-06-11 11.5 6.54+0.01

−0.01, 6.93+0.02
−0.02 51.32+0.02

−0.02, 50.74+0.06
−0.07 7.4

2011-07-09 8.4 6.50+0.03
−0.03, 6.84+0.03

−0.02 51.18+0.05
−0.04, 50.84+0.07

−0.11 6.3
2011-08-04 7.7 6.56+0.01

−0.01, 6.96+0.03
−0.02 51.33+0.03

−0.03, 50.78+0.06
−0.07 7.8

2011-11-20 6.9 6.56+0.02
−0.02, 6.97+0.03

−0.02 51.27+0.03
−0.03, 50.85+0.06

−0.06 7.5
2011-12-18 6.3 6.54+0.02

−0.02, 6.96+0.04
−0.03 51.23+0.03

−0.03, 50.60+0.08
−0.11 5.8

2012-01-15 6.0 6.46+0.05
−0.07, 6.82+0.02

−0.02 51.00+0.06
−0.07, 50.86+0.07

−0.10 5.1
2012-02-10 9.0 6.47+0.03

−0.04, 6.80+0.02
−0.03 51.06+0.04

−0.05, 50.62+0.10
−0.11 4.2

2012-05-19 7.7 6.43+0.04
−0.04, 6.83+0.02

−0.02 51.06+0.05
−0.05, 50.73+0.07

−0.10 4.6
2012-06-29 11.4 6.44+0.03

−0.05, 6.83+0.02
−0.01 51.09+0.04

−0.04, 50.85+0.06
−0.06 5.5

2012-08-09 8.1 6.44+0.04
−0.05, 6.82+0.02

−0.01 51.05+0.05
−0.05, 50.83+0.06

−0.08 5.1
2012-11-18 5.3 6.48+0.07

−0.05, 6.83+0.09
−0.02 51.15+0.10

−0.06, 50.78+0.09
−0.34 5.6

2012-12-20 5.5 6.46+0.05
−0.07, 6.83+0.02

−0.02 51.04+0.06
−0.07, 50.89+0.07

−0.09 5.5
2013-02-03 7.6 6.46+0.04

−0.05, 6.84+0.02
−0.02 51.05+0.05

−0.06, 50.81+0.07
−0.08 5.0

Notes. (a) LX (×1028 erg s−1) has statistical errors in the range 0.05–0.08.

of ∼625 Myr (Lebreton et al. 2001), so roughly consistent
with the age of ∼500 Myr calculated from the X-ray emission
by Sanz-Forcada et al. (2011), ∼625 Myr from asteroseismol-
ogy (Vauclair et al. 2008), and 740 Myr from gyrochronology
(Barnes 2007). It hosts a planet with M sin i = 2.26 MJ orbit-
ing at a separation of 0.92 AU (Kürster et al. 2000). A chromo-
spheric cycle with a period of only 1.6 yr has been identified by
Metcalfe et al. (2010) in Ca H&K measurements from low-
resolution spectra collected between 2008 and 2010. This is the
shortest activity cycle known to date.

Following the discovery of the chromospheric cycle of ιHor,
we started monitoring this star with XMM-Newton in 2011. The
Ca H&K observations have continued throughout this period.
We present here the analysis of the long-term variability from the
X-ray and Ca H&K data collected over the past two years. A
deeper analysis of the X-ray data will follow in a future pub-
lication. In Sect. 2 we describe the observations. The results
are given in Sect. 3, and Sect. 4 presents the discussion and
conclusions.

2. Observations

2.1. Coronal X-rays

Between May 2011 and February 2013 we obtained 14 snap-
shots of ι Hor (XMM prop. ID #067361, #069355, P. I.
Sanz-Forcada, and a DDT observation on Feb. 3 2013). The ob-
serving log is presented in Table 1. Data were reduced following
standard procedures in the software SAS v12.0.1. After remov-
ing time intervals affected by high background, the individual
exposure times were between 5 ks and 11 ks. Light curves of the
three XMM-Newton/EPIC detectors (spectral range 0.1–15 keV,
E/∆E ∼ 20–50, Turner et al. 2001; Strüder et al. 2001) were ex-
tracted separately for each of the three EPIC instruments to iden-
tify eventual short-term variations such as flares. The ISIS pack-
age (Houck & Denicola 2000) and the Astrophysics Plasma
Emission Database (APED v2.0.2, Foster et al. 2012) were used
to simultaneously fit the EPIC (pn, MOS1 and MOS2) spec-
tra of each epoch with two-temperature models. Next to the
two temperatures, in the initial fits we let the overall stellar
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Fig. 1. Time series for the Ca H&K S -index of ιHor. The solid
line represents the cycle calculated by Metcalfe et al. (2010) for the
data shown with filled circles. The new data are shown with open
plotting symbols. A dashed line follows the new cycle starting after
HJD 2 455 500, with the same periodicity. Red filled squares represent
the X-ray luminosity of the coronal observations. A dotted line is dis-
played marking the long-term trend of the cycle maxima.

metallicity and the oxygen abundance be free parameters, re-
sulting in fits with unconstrained abundances in a few time inter-
vals. We then fixed these two parameters to their median values
([M/H] = 0.1, [O/H] = −0.44) of all observations, and performed
a new spectral fit for each observation. The best-fit tempera-
tures (T1, T2) and emission measures (EM1, EM2) are given in
Table 1. The spectral analysis also yields the X-ray flux for the
individual observations from which we computed the X-ray lu-
minosities listed in Table 1, calculated in the canonical ROSAT
band 0.12–2.48 keV (5–100 Å), with error bars based on the
signal-to-noise ratio. The surface flux (FX) was calculated using
a stellar radius of R = 1.18 R$ (Metcalfe et al. 2010).

2.2. Chromospheric Ca II H&K

Observations of the Ca  H&K lines for ι Hor were collected
as part of the SMARTS Southern H&K project (Metcalfe et al.
2009), a time-domain survey of stellar activity variations for the
brightest stars in the southern hemisphere. The discovery obser-
vations for the 1.6-year activity cycle in ι Hor included 74 spec-
tra spanning 37 epochs between Feb. 15, 2008 and Aug. 09,
2010. Monitoring continued after the discovery with 70 ad-
ditional spectra collected on 35 epochs from Aug. 26, 2010
through Feb. 1, 2013, shortly before the RC Spec instrument was
decommissioned and the SMARTS Southern H&K project offi-
cially ended. Details of the data reduction and calibration proce-
dure can be found in Metcalfe et al. (2010), and the new obser-
vations are tabulated in the online material (see Table 2).

3. Results

Figure 1 shows the full Ca H&K time series of ιHor
from 2008, the beginning of the optical spectroscopic monitor-
ing, until the time of writing. The data collected between 2008
and the middle of 2010 are represented in Fig. 1, with the 1.6 yr
cycle derived for these data by Metcalfe et al. (2010) overplot-
ted. After this time span, the clearly periodic behavior of the
S -index was replaced by erratic Ca H&K variations. A few
months later, the cyclic variability seems to have returned with a
lower amplitude. We plot in Fig. 1 the new apparent cycle, with
the same period as before but shifted in phase and with smaller
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Figure 3. Wavelet spectrum of the seasonal mean S-index measurements from
1968 to 2012, showing the relative strength of the cycle periods over time. The
hatched region marks the area outside of the cone of influence where signals
can be reliably measured with the method, while the color scale indicates the
significance of the signal from the weakest (white and blue) to the strongest
(black and red).
(A color version of this figure is available in the online journal.)

property of the Sun that might make it peculiar in the context
of other stars. Despite the fact that the Sun rotates less than half
as fast as ε Eri, the stars each appear to have two interacting
dynamos that operate on very similar timescales. This leads us
to speculate that the rotational history of the Sun may be what
makes it an outlier in the analysis of Böhm-Vitense (2007).

A complementary indication of the rotational history of a star
can be found in its Li abundance. A stronger than usual rotational
shear at the base of the outer convection zone can induce
additional mixing below the tachocline where the temperature is
sufficient to destroy Li. The solar Li abundance is anomalously
low compared to some well-characterized solar twins such as 18
Sco (Meléndez & Ramı́rez 2007; Bazot et al. 2011), suggesting
that the Sun may have been subjected to some additional
mixing during its evolution. One way to explain a non-standard
rotational history for the Sun is to blame Jupiter. Bouvier (2008)
suggested that a necessary condition for the formation of Jovian-
mass planets is a long-lived protoplanetary disk, which then has
sufficient time to interact with the stellar convection zone and
induces a strong rotational shear between the radiative zone and
the surface layers. This model predicts enhanced Li depletion
among stars like the Sun and ε Eri which have Jovian-mass
planets, compared to stars like 18 Sco which do not. The Li
abundance of ε Eri (log ε(Li) = 0.36 ± 0.07) is a factor of
five below the solar value (log ε(Li) = 1.05 ± 0.10; Asplund
et al. 2009), but it falls on the upper end of the distribution for
stars with similar Teff (Gonzalez et al. 2010). Thus, if a Jovian-
mass companion is responsible for the relatively low solar Li
abundance, the underlying mechanism must not be effective in
all cases.

Additional constraints on the interior structure and dynam-
ics of ε Eri could come from future asteroseismic observations
by the SONG network (Grundahl et al. 2008). Even without
a dedicated network of telescopes, ground-based RV observa-
tions have already revealed solar-like oscillations in α Cen B
(Kjeldsen et al. 2005), which is only slightly more luminous
than ε Eri. If solar-like oscillation amplitudes scale like [L/M]s
(Kjeldsen & Bedding 1995), then the signal in ε Eri should be

between 64% (s = 1.5; Houdek et al. 1999) and 81% (s = 0.7;
Samadi et al. 2007) as strong as that seen in α Cen B. Assum-
ing comparable mode lifetimes for the two stars and using a
more recent scaling relation that includes a dependence on Teff
(Kjeldsen & Bedding 2011), the estimate rises to 85%. However,
the relatively strong magnetic activity of ε Eri may suppress the
oscillation amplitudes (Chaplin et al. 2011). Nearly uninter-
rupted RV measurements from SONG that span several months
are expected to have the precision necessary to measure the
depth of the surface convection zone (Verner et al. 2006) and to
reveal possible signatures of strong radial differential rotation
(Gough & Kosovichev 1993). When combined with constraints
on surface differential rotation from MOST (Croll et al. 2006)
and our detailed characterization of the interacting magnetic cy-
cles, ε Eri may represent the best opportunity beyond the Sun
to test stellar dynamo theory.
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data points. The 99.9% significance contour is plotted as a
dotted white line.

It is important to note that higher periodogram power is
possible in time series with a larger number of data points, so
that periodogram power does not scale equally from one
window to the next. To check this behavior, we generated
unevenly sampled time series of a sine function by randomly
removing 50% of the data points and calculated the Lomb–
Scargle periodogram, finding that periodogram power is
proportional to the number of data points. To correct for this,
we normalized the periodogram power by the number of data
points in the window. Differences in periodogram power
between windows are then due to differences in amplitude of
the underlying signal. The number of data points in each
window is plotted in the top panel of Figure 5 for reference.
The 99.9% significance threshold is computed separately for
each window, so the contour position is correct despite the
difference in the number of data points.

Figure 5 reveals that variability near xP 1.6 yearshort is
intermittent with peak periods occuring across the full range of
periods analyzed. Significant peak variability in the
1.4–1.8 year range begins in 5-year windows centered at
1985, 1993, 2000, and 2009, with each episode lasting for
3–5 years. The 1985 and 2009 episodes precede the cycle 2 and
4 minima in the long-period cycle, respectively, while the 1993
and 2002 episodes roughly coincide with cycle maxima. In
contrast to the minima of cycles 2 and 4, the cycle 1 and 3
minima are devoid of short period variability. Peaks are often
found from ∼2.2 to ∼2.4 year as well, which is confirmed in
the plot of the power integrated over all windows. Here the
broad peak at ∼1.7 year is notably shifted from the cluster of
narrow peaks in the periodogram of Figure 3(b). This may be
due to varying phase in intermittent short-period signals

leading to interference effects in the full-time-series period-
ogram. We will take the mean of the detected peak periods
<2.0 year as our best estimate of the short-period signal,

� oP 1.67 0.35 ,short [ ] where the quantity in brackets is half
the observed range of peak periods.
We analyzed the peak-to-peak amplitudes %S of sine fits to

the data with the significant peak periods in the range of 1.1 to
2.0 year and found them to range from 0.012 to 0.030, with a
mean of 0.020. The average short-period relative amplitude

� %A S Sshort is then o0.066 0.028 ,[ ] roughly half of the
average long-period amplitude but nearly equal to relatively
low amplitude of cycle 1, as deduced from our cycle model.
We performed a rank-correlation test between the short-period
amplitudes and the long-period cycle model, but no significant
correlation was found.
From the above observations we conclude that there is no

clear association between the long-period cycle and the
episodic short-period variations. The presence or absence of
the short-period variations are found in all phases of the long-
term cycle, and the amplitudes are not correlated with the long-
term cycle amplitude.

5. ROTATION

We repeated the rotation measurements done for six seasons
of APT photometry in Gaidos et al. (2000) using the current
22-season record. The dense sampling of the APT program
allows the detection of rotational modulations due to the transit
of spots on the stellar photosphere. The time series is broken
into individual seasons containing 55–185 measurements over
the course of 150–200 days. From each season’s time series a
Lomb–Scargle periodogram was computed looking for rota-
tional periods from 2 to 25 days. Peaks passing the 99.9%

Figure 5. Short-time Lomb–Scargle analysis. A Lomb–Scargle periodogram is computed for 5 year moving windows in 1 year increments of the composite S-index
time series for HD 30495. The contour plot gives the periodogram power normalized by the number of data points as a function of time and period, with the 99.9%
significance contour highlighted as a dotted white line. The indicated time is for the center of the 5-year window. In each window, the highest peak above the 99.9%
threshold is found and plotted as a large open circle, while a secondary significant peak, if present, is plotted as a small open circle. Vertical blue and red dashed lines
indicate the minima and maxima in the long-term cycle model.The top panel indicates the number of data points in each 5-year window. The right panel gives the
integrated normalized power for all windows. The bottom panel plots the amplitude %S of sine fits of the significant peak periods in the windowed data as open
circles, with the amplitude of the three-component cycle model in red.
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data points. The 99.9% significance contour is plotted as a
dotted white line.
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removing 50% of the data points and calculated the Lomb–
Scargle periodogram, finding that periodogram power is
proportional to the number of data points. To correct for this,
we normalized the periodogram power by the number of data
points in the window. Differences in periodogram power
between windows are then due to differences in amplitude of
the underlying signal. The number of data points in each
window is plotted in the top panel of Figure 5 for reference.
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periods analyzed. Significant peak variability in the
1.4–1.8 year range begins in 5-year windows centered at
1985, 1993, 2000, and 2009, with each episode lasting for
3–5 years. The 1985 and 2009 episodes precede the cycle 2 and
4 minima in the long-period cycle, respectively, while the 1993
and 2002 episodes roughly coincide with cycle maxima. In
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narrow peaks in the periodogram of Figure 3(b). This may be
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leading to interference effects in the full-time-series period-
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Fig. 6. (Top panel) Long-term V-band brightness variations of BE Cet. The modulation is fitted by a sinusoid with period of Pcyc = 6.7 yr.
(Bottom panel) Seasonal rotation periods vs. time with a linear fit to data. The rotation period monotonically decreases along the starspot cycle
showing a solar-like behaviour.

Fig. 7. (Top panel) Long-term V-band brightness variations of ⇡1 UMa. The modulation is fitted by a sinusoid with two periods: of Pcyc1 =
13.1 yr and Pcyc2 = 2.12 yr. (Bottom panel) Seasonal rotation periods vs. time with a linear fit to data. The rotation period monotonically
decreases along the starspot cycle showing a solar-like behaviour.

LQ Hya (Fig. 12) has a rotational period which varies in phase
with the 6.2-yr starspot cycle and with a clear antisolar be-
haviour. It is remarkable that a regular and photometrically
detectable pattern of SDR persists, although three cycles with
similar amplitude (0.02 mag) and di↵erent period superimpose
each on other.

It is also interesting to note that the slope of the rotational
period variations and, therefore, the amplitude of SDR changes
from cycle to cycle. Such behaviour is evident for BE Cet and

best visible for DX Leo and LQ Hya whose photometric mon-
itoring cover several cycles. Such behaviour, already observed
in AB Dor (Collier Cameron & Donati 2002) from spectro-
scopic data, resembles a wave of excess rotation on a time scale
of the order of decades. However, the observed variation of the
slope from cycle to cycle may as well as be caused by a varia-
tion of the width of the latitude band in which spots occur.

One of the most remarkable results derived from this analy-
sis is the indirect evidence (since the stellar disk is not spatially

1028 S. Messina and E. F. Guinan: SDR of six solar analogues

Fig. 12. (Top panel) Long-term V-band brightness variations of LQ Hya. The modulation is fitted by a sinusoid with three periods Pcyc1 = 3.2 yr,
Pcyc2 = 6.2 yr, Pcyc3 = 11.4 yr. (Bottom panel) Seasonal rotation periods vs. time. The rotation period varies with the 6.2-yr cycle. An antisolar
behaviour is apparent.

where ↵ is the helicity (/⌦l, where l is the mixing length at
the base of the convective zone), ⌦0 is the di↵erential rotation
(=|r⌦| = �⌦/R?), R? the stellar radius and ⌘T the coe�cient
of the turbulent di↵usion (= 13 vcl, where vc is the mean convec-
tive velocity). Since vc = l/⌧c, D can be rewritten as

D = 9⌧2c⌦�⌦(R?/l)3. (4)

The values of ⌧c, l = ↵Hp and R? are computed from Girardi
et al.’s (2000) models.

As shown in Fig. 4, !cyc and D appear to be very poorly
correlated nor the dependence predicted in Eq. (2) can be cer-
tainly inferred from these observational data. When we con-
sider the high level of parameterization, it should not be sur-
prising that models are able to reproduce empirical relations as
Eq. (1), while they fail to predict relations between other ob-
servational quantities under the same assumptions.

Actually, the quantity we found to be highly correlated to
the cycle frequency is the relative surface di↵erential rotation
amplitude (�⌦/⌦).

Figure 5 shows cycle frequency (!cyc) vs. �⌦/⌦. We can
see that the cycle frequency increases with increasing SDR am-
plitude and stars seem to concentrate along three di↵erent
branches. The best fit to data is given by exponential laws

!cyc = a · eb
�⌦
⌦ (5)

(continuous lines of Fig. 5). All the three branches have the
same coe�cient b = �0.055±0.004. It is important to note that
any tentative power law fit failed. Vertical dotted lines connect
multiple cycles, while dashed arrows for targets D, S and N

are used to indicate the existence of a longer-term trend super-
imposed on the primary cycle (see Table 1). No significative
di↵erence was found in the results when we tried to increase
the �⌦ values of antisolar stars by ⇠10% as already discussed.

On the basis of these observational results, the Dynamo
number does not appear to be the best parameter to describe
the magnetic field generation, at least in the ↵�⌦ dynamo for-
mulation. The magnetic amplification mechanism, that is the
di↵erential rotation in the form �⌦/⌦, seems to be the key pa-
rameter controlling the duration of the magnetic cycle.

Since stars with solar (bullets) or antisolar (asterisks) pat-
terns generally behave in the same manner as shown in Figs. 3–
5, the same type of dynamo may operate in these apparently
di↵erent classes of stars. Therefore, a di↵erent angle of sight
from which these stars are observed from Earth seems to be the
only and most reasonable explanation (see. Sect. 3.2) for the
di↵erent shape in the correlation between the cycle phase and
cyclic rotational period variations. More precisely, solar pat-
terns are observed in almost equator-on stars, antisolar pattern
in almost pole-on stars. Unfortunately, we have no photomet-
ric data to interpret the hybrid behaviour shown by the star 61
UMa.

4. Conclusions

Extended time series of high precision photometric measure-
ments can provide relevant information on the presence and
characteristics of the surface di↵erential rotation in late-type
stars. The analysis we performed on a sample consisting of six
young solar analogues, observed as part of The Sun in Time,
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calibration of Mamajek & Hillenbrand (2008) and using γ as the
long-term mean logR′HK value.

Table 3 provides results for stars with no detected magnetic
cycle. The first 7 columns of the table are the same as for cycling
stars. Then the detection limit on the R′HK semi-amplitude Alim
is provided, averaged over periods of 2-11 yr (maximum value
over all phases). The following column gives the minimum prob-
ability that no cycle exists, taking into account the variable sen-
sitivity as a function of phase (see Eq. 8). Finally, estimated rota-
tion periods and ages are also given, based on the mean logR′HK
value.

3.4. Magnetic cycles

3.4.1. Occurrence

We now examine the results of the search for magnetic cycles.
Among 284 main-sequence FGK stars, we find 99 stars with
a detected magnetic cycle, and 20 stars where a magnetic cy-
cle with A > 0.04 over 2-11 yr can be fully excluded. This
means there are 165 stars with no detected cycle, but for which
the existence of a cycle cannot be completely excluded. Among
the 99 stars with a magnetic cycle, 16 of them have R′HK semi-
amplitude smaller than 0.04. Therefore, there are 83 stars with a
large-amplitude cycle and 36 stars with no large-amplitude cy-
cle. From this we deduce that about 70% (83/119) of the sam-
ple stars exhibit a large-amplitude cycle, while 30% (36/119) do
not. These estimates assume that there is no observational bias
related to the classification of stars in either category, e.g. that
stars in either category have not been preferentially observed.
Observations have been primarily scheduled as a function of the
radial velocity variability of stars, and only indirectly according
to their activity behavior. We however need to be cautious about
observational biases because it is generally easier to detect an ex-
isting cycle than to completely exclude any cycle with amplitude
A > 0.04. Indeed, the latter case requires more data points on av-
erage than the former one because of the need to put constraints
at all phases, and the increased cycle detectability as amplitude
increases. The fraction of 30% of non-cycling stars is therefore
probably a lower bound. More conservatively, one should first
provide the occurrence rates normalized over the whole sample:
29% (83/284) of the sample stars have a large-amplitude cycle,
13% (36/284) do not, and 58% (165/284) have an undetermined
status.

We try to further refine these statistics of occurrence by using
the information from as many stars as possible, i.e. taking into
account the detection limits on R′HK signals also for stars where a
magnetic cycle larger than 0.04 cannot be fully excluded (i.e. at
all phases). We follow the methodology described in Sect. 3.2.1
and compute for each sample star the lower limit to the proba-
bility that no cycle larger than 0.04 exists for periods between
2-11 yr (Eq. 8). By summing all these probabilities one can de-
rive another estimate of the proportion of quiet stars in the whole
sample. We obtain that at least 26% of sample stars do not have
a magnetic cycle, to be compared to at least 29% which do have
one (and 45% remain unclassified). In this case, the ’classifica-
tion bias’ has shifted in the other direction since we used stars
with less data points for the non-cycling category, and the 26-to-
29% ratio can be considered as an upper bound to the fraction
of non-cycling stars. We conclude that between 30 and 47% of
older solar-type stars in the solar neighborhood do not have any
magnetic cycle with A > 0.04, while between 53 and 70% do
have one.

Fig. 9.Distribution of magnetic cycle periods for the 99 stars ex-
hibiting significant long-term modulations in R′HK. Periods are
poorly constrained beyond ∼4000 days due to the limited du-
ration of the survey. Unconstrained long-term trends are repre-
sented in the last bin at 8000 days.

Fig. 10. Distribution of magnetic cycle semi-amplitudes for the
99 stars exhibiting significant long-term modulations in R′HK.

3.4.2. Periods and amplitudes

Fig. 9 and Fig. 10 show the distributions of magnetic cycle pe-
riods and semi-amplitudes, respectively. Perhaps surprisingly,
the period distribution shows a peak at relatively short periods
(∼3-5 yr) and a sharp decrease at long periods. Our survey is
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of peaks in the power spectrum, auto-correlation function, or
periodogram, or equivalently by decomposition of the light
curve using sine functions (Reinhold et al. 2013). These
methods utilize the entire light curve at once, and are efficient
for analyzing large volumes of data from many stars, but may
suffer more from the degeneracies mentioned above.
(2) Tracking specific starspot features either via light curve
inversion (Roettenbacher et al. 2013), or light curve modeling
for individual starspots (Frasca et al. 2011). These methods are
more computationally expensive, but their results seem robust
for rapidly rotating stars with long-lived spots.

In this paper we venture into a relatively new region of
starspot evolution parameter space, detecting very gradual
differential rotation and spot decay for a rapidly rotating M
dwarf. The fast time cadence and continuous monitoring
provided by Kepler, along with a short stellar rotation period,
allow us to trace small changes in starspot phase and amplitude
over long periods of time. In Section 2.2 we describe our target,
the active M dwarf GJ 1243, and the previous investigations of
this low-mass star with Kepler. Our detailed light curve
modeling is presented in Section 3. We trace small changes in
starspot phase over 4 years, and interpret this as a signature of
differential rotation in Section 4. A simpler approach to detect
this slow differential rotation by modeling the phase evolution
with Gaussians is given in Section 5. We place the differential
rotation signal from GJ 1243 in the context of other cool stars,
and compare the Kepler photometric results with older ground-
based data in Section 6. Finally, in Section 7 we provide a
summary of our results, and discuss the great potential for
understanding starspots and the stellar dynamo still to be
realized from the unique photometric Kepler database and
future missions.

2. GJ 1243

The target of our study is the nearby mid-M dwarf, GJ 1243
(Kepler ID # 09726699). This star has a short rotation period of
0.5926 days that has been noted in previous studies of Kepler
light curves (Savanov & Dmitrienko 2011; McQuillan
et al. 2013). The spectral type has been measured as M4
(Hawley et al. 2014), placing GJ 1243 near the fully-
convective boundary where stars are expected to remain
magnetically active for many Gyr (Reid & Hawley 2000;
West et al. 2008). Using the parallax distance of 11.9 pc from
Lépine & Shara (2005), the apparent K-band magnitude from
Zacharias et al. (2013), and the MK-mass relation from
Delfosse et al. (2000), we estimate a mass for GJ 1243 of
0.24Me. The convective turnover timescale for stars in this

mass range (assuming M = 0.235Me) from Kiraga & Stepien
(2007) is quite slow at 70convU x days. Comparing this
timescale to the rotation period, we find GJ 1243 has a very
low Rossby number of R P 0.008o rot convU� x . Lucky imaging
of GJ 1243, as well as ground-based spectroscopy, have shown
no indications of a binary companion (J. P. Wisniewski 2015,
in preparation). In addition, GJ 1243 has been the subject of
detailed flare activity studies with Kepler data, producing the
largest catalog of M dwarf flares ever observed for a single star
(Davenport et al. 2014; Hawley et al. 2014). In this section we
describe our treatment of the Kepler data for this active M
dwarf, removing systematic trends from the light curve, and
detecting a periodic signal.

2.1. Kepler Long Cadence Data

The Kepler light curve for GJ 1243 contains dramatic stellar
variability in the form of flares and starspots. Ramsay et al.
(2013) have examined the flare energy distribution using one
quarter (Q6) of data from Kepler. Davenport et al. (2014) and
Hawley et al. (2014) used 11 months of Kepler short cadence
(1 minute) data for GJ 1243, over 300 days worth in total, to
robustly measure the flare rate and develop a statistical
understanding of the flare morphology from this very active
dwarf. For these flare studies the starspot signature had been
treated as a noise source to be smoothed out.
In the present investigation, we utilized all available long

cadence (30 minutes) Kepler data for GJ 1243 to study the
evolution of the starspots while minimizing the impact of small
amplitude flares. GJ 1243 was observed in 14 separate quarters
of Kepler data (Q0–Q6, Q8–Q10, Q12–Q14, and Q16–Q17),
spanning over 4 years of observation (MJD 54953.04 through
56423.50). We used the most recent reduction of the Kepler
data available, including the “PDC-MAP” Bayesian de-
trending analysis from (Smith et al. 2012). The entire 4 year
catalog PDC-MAP light curve for GJ 1243 is shown in
Figure 1. Data from Q7, Q11, and Q15 were not available due
to the failure of CCD Module 3 in 2010, which GJ 1243
resided on for one quarter of the year.
In Figure 1, large discontinuities in the flux are apparent

between quarters, as well as systematic trends in the mean flux
within quarters. These long timescale variations are systemic to
Kepler data, due to spacecraft drift and calibration limitations,
and are not astrophysical. For every quarter, we fit and
subtracted low order (linear or quadratic) polynomials from the
data to remove these systematic errors and discontinuities.
Because the stellar rotation period is so short, and each quarter
contains on average ∼150 rotations, these polynomial fits do

Figure 1. Long cadence PDC MAP light curve for GJ 1243. Pixel shade (light to dark) indicates the density of epochs. Breaks in the light curve due to quarterly
spacecraft rolls are indicated (gray dashed lines).
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CoRoT Reveals a Magnetic Activity
Cycle in a Sun-Like Star
Rafael A. García,1* Savita Mathur,2 David Salabert,3,4 Jérôme Ballot,5 Clara Régulo,3,4
Travis S. Metcalfe,2 Annie Baglin6

Our understanding of and capability to pre-
dict the 11-year activity cycle of the Sun
(1), which is driven by a dynamo process

seated at the bottom of the convective zone, is far
from being complete, as suggested by the recent
unusually long solar minimum of cycle 23 (2, 3).
Observations of magnetic activity cycles in other
stars can potentially improve our knowledge of
dynamo processes because they allow us to sample
different physical conditions distinct from those in
the Sun.Althoughmany stars exhibit activity cycles
and some empirical relations have been found (4),
a detailed knowledge of the internal structure and
dynamics of the star—in particular, the depth of the
convective envelope and the degree of differential
rotation—is required to improve the constraints on
theory. Here, we show how asteroseismology has
revealed the signature of a magnetic activity cycle
in a Sun-like star.

Helio- and asteroseismology are the only tools
available that can probe the structure and dynam-
ics of the Sun and stars through the study of
acoustic oscillations (5). The oscillation modes
are sensitive to variations in the magnetic field,
and their characteristics change throughout the

activity cycle. In the Sun, for instance, the
oscillation frequencies are shifted higher during
solar maximum while the amplitudes decrease,
showing anticorrelated temporal variations (6–9).

TheConvectionRotation andPlanetaryTransits
(CoRoT) mission has so far observed six main-
sequence stars exhibiting solarlike oscillations
during more than 130 days each as part of its
asteroseismic program (10). One of these stars is
HD49933, an F5V star 20% more massive and
34% larger than the Sun. It has been observed twice,
for 60 days in 2007 and 137 days in 2008, span-
ning a total of 400 days. More than 50 individual
acoustic modes have been identified (11, 12) and
then used to model the stellar interior [for ex-
ample, (13)]. Its rotation period is 3.4 days (8 to 9
times faster than the Sun).

To search for the effects of magnetic activity
in this star, we measured the variation of the mode
amplitude and the frequency shift of the acoustic-
mode envelope (7). As observed in the Sun, there
is an anticorrelated temporal variation between
both parameters (Fig. 1), revealing a modulation
in the second epoch that seems to indicate a
period of at least 120 days related to the internal

magnetic activity of HD49933. The observations
agree with the scaling proposed by (8), which
predicts larger-than-solar frequency shifts for stars
that are hotter and more evolved, in contradiction
to the scaling suggested by (9). The long-period
variations detected in the luminosity of the star,
interpreted as fluctuations in the positions and sizes
of starspots, allow us to also study the surface
activity (7). Indeed, the starspot signature changes
with time, showing a quiet period during the first
part of the second set of observations (Fig. 1). This
confirms the existence of an activity cycle, which
seems to be shifted in time compared with the
seismic indicators. Lastly,medium resolution spectra
of the calcium H and K lines obtained on 13 April
2010 confirm that HD49933 is an active star with
aMountWilson S index of 0.3 (7). Asteroseismol-
ogy has thus revealed a stellar activity cycle anal-
ogous to that of the Sun.
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Fig. 1. Time evolution beginning 6 February 2007 of the mode amplitude (top); the frequency shifts
using two different methods (middle), cross correlations (red triangles) and individual frequency shifts
(black circles); and a starspot proxy (bottom) built by computing the standard deviation of the light
curve (7). All of them were computed by using 30-day-long subseries shifted every 15 days (50%
overlapping). The corresponding 1s error bars are shown.
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Spots only (solid line): Pcyc = 28.9 ± 4.8 days;  
Spots and faculae with Q = Af/As= 1.5 (dot-dashed line): Pcyc = 29.5 ± 4.8 days (after Lanza et al. 2009);  
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Fig. 4. Distribution of the spot-filling factor vs. longitude and time for Q = 1.6. The values of the filling factor were normalized to their maximum
fmax = 0.01553 with orange-yellow indicating the maximum and dark blue the minimum (see the colour scale on the right lower corner of the
figure for the correspondence between the colour and the normalized filling factor). Note that the longitude scale is extended beyond 0◦ and 360◦
to help following the migration of the starspots. The tracks of the five spots occulted during the planetary transits after D11 are also reported. The
open circles mark the time intervals of eight transits after which the same spots are detected again during the transits. The straight lines connecting
the circles trace the migration of those spots in our reference frame; each line is labelled with the name of the corresponding spot, as indicated in
Fig. 11 of D11.

on timescales shorter than three months. Moreover, the pres-
ence of gaps in the observations can introduce systematic errors
in the measurement of the spotted area. This is the case of the
gap beginning at BJD 2 454 997.982 for a duration of 5.0268 d.
Since the time interval adopted for our individual best fits is
∆tf = 8.733 d, this loss of data implies a systematically lower
value of the total spotted area because the ME regularization re-
moves spots at the longitudes not constrained by the observa-
tions. Fortunately, the other gaps in the photometric time series
are much shorter than ∆tf , thus no other value of the area is sig-
nificantly affected. To show the distribution of the gaps, we plot
line segments with a length equal to their duration at the level
0.04 in Fig. 5 considering all interruptions with a duration longer
than 24 h. In the analysis presented below, we discarded the area
value at BJD 2 455 003.81 because it is affected by the gap that
started at 2 454 997.982.

The Lomb-Scargle periodogram of the entire time series of
the area values is plotted in Fig. 6 (solid line) together with the
power level corresponding to a false-alarm probability of 0.01
as evaluated according to Horne & Baliunas (1986). The main
peak corresponds to a period of 47.1±4.5 d and has a false-alarm
probability (FAP) of 2.0 percent. The value of the FAP was con-
firmed by performing an analysis of 50 000 random Gaussian
noise time series with the same sampling as our area data se-
ries. We also plot the periodogram of the time interval from
BJD 2 455 230.869 to 2 455 457.929 (dashed line) because we
see a regular oscillation of the total spotted area with a period
of ≈48 d during that interval in Fig. 5. The main periodogram
peak corresponds to a period of 48.2 ± 9.0 d with an FAP of
0.44 percent.

The time variation of the frequency of the spotted area mod-
ulation is best represented by means of a wavelet amplitude. We

plot in Fig. 7 the amplitude of the Morlet wavelet versus the
period and the time (see, e.g., Hempelmann & Donahue 1997,
for details). The wavelet parameters are adjusted to give a time
resolution of ≈100 d for a period of about 48 d and a relative
period resolution of ∆P/P ≈ 0.06. We see that in the initial part
of the dataset there is a periodicity of ≈30 d that corresponds
to secondary peaks in the periodogram of the whole time series
whose false-alarm probability is >50 percent (cf. Fig. 6, where
the frequency resolution is better than in the case of the wavelet).
On the other hand, during the second half of the time series
we see a clear periodicity of ≈50 d, which corresponds to the
significant peak in the periodogram. We conclude that the total
spotted area of Kepler-17 showed an oscillation with a period
of 47.1 ± 4.5 d. This behaviour is reminiscent of the short-term
oscillations of the total sunspot area found close to the maxima
of some of the 11-year solar cycles. They were called Rieger
cycles because they were first detected in the periodicity of oc-
currence of large solar flares by Rieger et al. (1984). In the Sun,
the periodicity is ≈160 d with small variations from one cycle to
the other, although only some of the sunspot maxima show evi-
dence of this short-term periodicity (Oliver et al. 1998; Krivova
& Solanki 2002; Zaqarashvili et al. 2010). A behaviour simi-
lar to that of Kepler-17 was found in CoRoT-2, a G7V star that
showed a Rieger-type cycle in the variation of its spotted area
with a period of 28.9 ± 4.3 d (Lanza et al. 2009a).

6. Discussion and conclusions

The application of a spot model to reproduce the optical light
curve of Kepler-17 shows that the spot pattern is almost stable
for a timescale of ≈9 d because the residuals to our best fits have
a standard deviation of σ ≈ 3.3 × 10−4 in relative flux units
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Fig. 5. Total spotted area as derived from the regularized ME models
vs. time for Q = 1.6. The lower horizontal ticks mark the gaps in the
photometric time series longer than 24 h.

Fig. 6. Lomb-Scargle periodogram of the variation of the spotted area.
The solid line gives the normalized power vs. the period for the whole
time interval, while the dashed line gives the power for the time interval
from BJD 2 455 230.8696 to BJD 2 455 457.9294 with the same nor-
malization as adopted for the periodogram of the whole interval. The
horizontal dotted line marks the 99 percent confidence level (FAP =
0.01).

that is only ≈50 percent greater than the mean error attributed
to the photometric measurements by the Kepler pipeline. Our
facular-to-spotted area ratio Q = 1.6 is significantly lower than
the value Q" = 9.0 adopted for the modelling of the light curves
of the Sun-as-a-star by Lanza et al. (2007). However, this lower
value of Q is typical of sun-like stars that are more active than
the Sun (cf. Lanza et al. 2009a, 2010, 2011a,b) and suggests an
increasing weight of the dark spots in the photometric variations
as a star becomes more active, as indicated by the results of, e.g.,
Radick et al. (1998) and Lockwood et al. (2007).

Our models found several active longitudes that clustered on
opposite hemispheres with a separation of ≈180◦ for more than
half the observation interval. This explains the two peaks found
in the periodogram of the light curve by D11, one corresponding
to the rotation period and the other to its first harmonic.

Bonomo et al. (2012) suggested an age younger than 1.8 Gyr,
while D11 derived an age of 3.0 ± 1.6 Gyr for Kepler-17. As
noted by B12, the age determined by means of standard gy-
rochronology is only 0.9 ± 0.2 Gyr, while considering the ef-
fects of the close-in planet on the evolution of the stellar angular

Fig. 7. Amplitude of the Morlet wavelet of the total spotted area vari-
ation vs. the period and the time. The amplitude was normalized to its
maximum value. Different colours indicate different relative amplitudes
from the maximum (yellow) to the minimum (dark blue) as indicated in
the colour scale in the right lower corner.

momentum (Lanza 2010), an age of 1.7 ± 0.3 Gyr is estimated
that seems more compatible with the age found from isochrone
fitting.

Since the rotation period of the star is longer than the orbital
period, tides remove angular momentum from the orbit to spin
up the star and lead to orbital decay. The timescale for the en-
gulfment of the planet can be estimated according to Ogilvie &
Lin (2007) as τa $ 0.048(Q′s/106) Gyr, where Q′s is the modified
tidal quality factor of the star. This timescale is much shorter
than the lifetime of the system on the main sequence if we adopt
Q′s ≈ 106, i.e., the value derived from the observed circulariza-
tion periods of close binary systems in open clusters of different
ages. Together with the observations of several other stars with
massive planets on very tight orbits, this suggests that Q′s should
be much higher (i.e., the tidal dissipation much lower) in those
star-planet systems than in close binary systems that consist of
two main-sequence stars. The difference in the Q′s value could
arise because the stellar rotation is far from being synchronized
with the orbital motion of its planet. In this case, considering the
dissipation of the tides inside the convection zone, Ogilvie & Lin
(2007) predicted Q′s >∼ 5× 109, which implies an infall timescale
longer than the system lifetime.

A lower limit on the value of Q′s can be set by an accurate
timing of the transits over a time interval of a few decades be-
cause for Q′s = 106 we expect a variation of the orbital period
of ∆Porb/Porb ≈ 5 × 10−8 in ten years. It produces a variation
of ≈8 s in the epoch of the mid transit in 10 years. The accu-
racy reported by D11 is ± 2.4 s for their initial transit epoch,
implying that a Q′s of about 106 should give an orbital period
acceleration detectable in a few years with a space-borne pho-
tometer. The recently approved extension of the Kepler mission
till 2016 is therefore an interesting opportunity to perform such
measurements. A model of the light perturbations that are caused
by the spots occulted during the transits may possibly be used to
improve the accuracy since D11 found small O−C timing oscil-
lations with a period of approximately half the stellar rotation
period, i.e., likely associated with starspots on opposite stellar
hemispheres (cf. their Fig. 10).

We can estimate an approximate lower limit to the differen-
tial rotation of Kepler-17 finding ∆Ω/Ω ≈ 0.10−0.16 from the
migration rates of the different trails of spots as seen in Fig. 4.
Given the rapid evolution of the individual spots, this value is
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gulfment of the planet can be estimated according to Ogilvie &
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of ∆Porb/Porb ≈ 5 × 10−8 in ten years. It produces a variation
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racy reported by D11 is ± 2.4 s for their initial transit epoch,
implying that a Q′s of about 106 should give an orbital period
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tometer. The recently approved extension of the Kepler mission
till 2016 is therefore an interesting opportunity to perform such
measurements. A model of the light perturbations that are caused
by the spots occulted during the transits may possibly be used to
improve the accuracy since D11 found small O−C timing oscil-
lations with a period of approximately half the stellar rotation
period, i.e., likely associated with starspots on opposite stellar
hemispheres (cf. their Fig. 10).

We can estimate an approximate lower limit to the differen-
tial rotation of Kepler-17 finding ∆Ω/Ω ≈ 0.10−0.16 from the
migration rates of the different trails of spots as seen in Fig. 4.
Given the rapid evolution of the individual spots, this value is
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Figure 3. Series of sequential reconstructed surfaces that highlight the interaction of spots structures on KIC 5110407. The surfaces are centered on the same latitude
and longitude (time increases across the top row then across the bottom row). The sequential reconstructed surfaces begin with Barycentric Julian Date (BJD)
2455124.43. In this case, a higher-latitude spot “passes” above a lower-latitude spot. When the spots are at similar longitudes, they cannot be resolved, but as time
progresses, the spots again move apart.
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Figure 4. Time dependence of the fraction of the stellar surface area covered by
spots is presented with each panel representing a different angle of inclination.
This assumes that there are no polar spots or spots on the hidden rotation
pole never visible from Kepler. A minimum spot coverage of approximately 1%
occurs for all angles of inclination. The highest spot coverage occurs for i = 30◦,
which also has the poorest agreement between observed and reconstructed light
curves (see Table 1). The spot coverages for i = 60◦ and i = 75◦ are nearly in
agreement. The abscissa is presented as a modified Barycentric Julian Date.

the light curve. Across all of the angles of inclinations we used,
there is a minimum of approximately 1% of the surface covered
in spots (see Figure 4). At no point in our observations is there
a rotation cycle when KIC 5110407 is completely free of spots.
We see the spot coverage vary on timescales of a few rotation
periods as the one or two dominant spots change intensities.
Note that our spot coverage estimates represent lower limits
because there may be isolated small spots below our detection
threshold or polar spots. Since spots located near the poles
do not introduce rotational modulation and are missed in our
analysis, the LI algorithm as used here does not account for
secular changes in the star’s brightness due to polar spots that
might be seen as long-term flux variations.

Next, we analyze the relative motions of the observed spots
based on the inferred latitudes and longitudes. In this analysis,
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Figure 5. Longitude (in deg) for the spots of KIC 5110407 is plotted vs. time.
The plot shows systemic drifts and lifetimes for each spot presented. Each panel
represents a different angle of inclination, and each symbol represents a different
spot. The same symbol separated by a temporal gap applies to a different spot.
The abscissa is presented as a modified Barycentric Julian Date.

we included only the spots that satisfied the following criteria:
(1) the spot must be present on the surface for six or more
rotation periods and (2) the spot must show no evidence of
interaction with another spot (for example, an instance of
two spots combining into one spot is not accepted, but two
spots moving by each other is accepted). In order to weight
measurements of each spot by longevity and to account for
possible latitudinal drift, each spot lifetime was divided into
sets of surface inversions consisting of six sequential rotational
periods (with the exception of the last set of rotations which
extend, up to 11 periods). The longitudes of these spots are
then plotted versus time, appearing in Figure 5. In this plot, a
positive slope indicates a shorter rotation period compared to
the reference period of 3.4693 days; a negative slope indicates
a longer rotation period. These slopes are suggestive of spots at
lower and higher latitudes than the reference spot, respectively;
however, there are spots that deviate from this overall pattern,
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the shear can be determined from known rotation periods at given
latitudes using the following equation:

α = "(ϑ2) − "(ϑ1)
"(ϑ2) sin2 ϑ1 − "(ϑ1) sin2 ϑ2

. (2)

If we assume latitudes similar to the solar case, where the spots
emerge between 0◦ and 30◦ latitudes, the given α values are higher
by a factor of ≈4; however, this scenario is unlikely (see e.g. Işık
et al. 2011). In a case based on the fast-rotating (Prot = 2 d) K0
dwarf model of Işık et al. (2011), where the spots emerge between
≈35◦ and ≈45◦ latitudes (cf. fig. 10 of that paper), the α values in
Table 1 get higher by a factor of ≈6 and we get a typical value of
α = 0.010 for our sample.

For a more realistic estimate, a dynamo model for fast-rotating
late-type dwarfs is needed that can more accurately predict the emer-
gence latitudes. Brown et al. (2011a) studied magnetohydrodynamic
models of a fast-rotating Sun and found wreath-like magnetic struc-
tures in the convection zone around 5–25◦ latitudes. Işık et al. (2011)
presented models of solar-like and main-sequence K-type stars of
different rotation rates, but a model of ultrafast-rotating late-type
stars is a real challenge for the theoreticians. Another way of get-
ting more accurate values for α would be to determine directly the
active region latitudes from the light curves by analytic modelling
or inversion of the light curves. However, the information on the
actual latitudes is very limited in photometric data, and is present
only in the limb darkening of the spotted surface.

6.2 Rotation–cycle length relation

In Oláh et al. (2009), a new correlation between the cycle length
normalized with the rotation and the inverse rotation period is given
in log–log scale, with one single M dwarf star in the sample (EY Dra)
with a quite short cycle period, which was not used in determining
the slope of the relation. Vida et al. (2013) find that the activity
cycles for ultrafast-rotating dwarfs are somewhat shorter than the
previous samples would indicate, by extending the relation based
on stars of slower rotation. In that work, another M dwarf, V405
And, a binary, was added to the stars with known cycles.

Using the activity cycles from Oláh et al. (2009) and Vida et al.
(2013), and adding the results of the present paper, we studied again
the rotation–cycle length relation (see Fig. 4). Two stars from the
present sample seem to have double cycles, but the longer ones are
uncertain due to the limited length of the data set; thus, only the
shortest cycles have been considered. Savanov (2012), using data
from the All Sky Automated Survey (ASAS) for a homogeneous set
of only M dwarf stars, did not find any relation between the lengths
of rotations and cycles. Looking at Fig. 4 we find that four stars
with certain cycles derived in the present paper, and two stars from
Vida et al. (2013), V405 And and EY Dra (which are M dwarfs),
fit well the M dwarf sequence by Savanov (2012), except one star,
KIC 04819564. We thus excluded the M dwarf stars from the fits of
Fig. 4 but included KIC 04819564. The slope for all the cycles and
for the shortest cycles (in the case of multiple cycles) is 0.77 ± 0.06
and 0.78 ± 0.05, similarly to the earlier values of 0.74 by Baliunas
et al. (1996) and to 0.81 for all the data and 0.84 for the shortest
cycles by Oláh et al. (2009).

The existence of a relation between the cycle lengths and ro-
tational periods for a diverse sample of active stars (the sample
contains both single and binary stars, giants and dwarfs, of dif-
ferent spectral types) did not change with the exclusion of the
M dwarf stars. Already the short-period part (Prot < 1 d) of cycling
stars seems to separate by spectral type, and was not evident in

Figure 4. Correlation between the rotation period and the length of the
activity cycle, as in Oláh et al. (2009). Large black dots, green squares
and green triangles stand for the shortest cycles from Oláh et al. (2009),
results from Vida et al. (2013) and those from the present paper, respectively.
Smaller grey dots denote data from different surveys, from Oláh et al. (2009).
Smaller triangles mark the less certain periods from this paper (marked with
‡ in Table 1). Red filled squares show data for M dwarf stars from Savanov
(2012). The dotted line represents the fit to all the data from Oláh et al.
(2009), Vida et al. (2013) plus the results of the present paper excluding
M stars, while the parallel line shows the fit to the shortest cycles of that
data set. The slope of the fit to the data from Savanov (2012) is close to
1.0, which means that no correlation is found between rotation and cycle
lengths. Error bars on the lower right indicate the typical uncertainty of
rotation period and activity cycle determination (error bar of the x-axis is
smaller than the line itself). See the text for more.

Vida et al. (2013) which was prepared before the results of Savanov
(2012) were published, without the table cycle lengths.

The relation between rotational and cycle periods is extremely
important for understanding stellar dynamos (see e.g. Baliunas et al.
1996; Brun, Miesch & Toomre 2004; Brown et al. 2011a; August-
son, Brun & Toomre 2013 for the details). The results presented
in this paper, which populate the short-period end of the rotation–
cycle length relation, give a good impact to this study, showing a
clear separation between the K and M dwarfs already at very short
rotational periods. The determination of the exact spectral types of
cycling stars studied in this work is the subject of a forthcoming
paper.

7 SU M M A RY

(i) We analysed light curves of 39 fast-rotating (Prot ! 1 d) active
stars from the Kepler data base using time–frequency analysis.

(ii) From the STFTs of the light curves in the region of the rota-
tion frequency and its double, we detected quasi-periodic variations.

(iii) We interpret these variations as a result of stellar butterfly
diagram: during the activity cycle the typical latitude of the starspots
changes, and this, because of the differential rotation of the surface,
results in change of the rotation period.

(iv) With our technique, we found hints of activity cycles with
periods in the range of 300–900 d in nine targets.

(v) To find activity cycles through rotational period variation due
to differential rotation and the butterfly diagram is a new method

MNRAS 441, 2744–2753 (2014)





Figures 10 and 15 the increase of Pcyc for the decreasing Teff
of the stars (i.e., increasing MLTU and Ro 1� ).

However, the stars with lower Ro 1� show the opposite
behavior in Figure 16. According to Noyes et al. (1984b), that
contradicts the α-quenching effect. The difference in the slopes

of the I-branch and the cluster of our measurements in the SB
diagram can be attributed to the α-quenching effect for fast-
rotating stars ( P1 4� � days).
An additional argument for the α-quenching in our stellar set

follows from Figure 17. Our estimates show the abrupt
decrease of cyc

1 2X Br (see Equation (19)) with the increasing

A1
2, i.e., with the growth of stellar activityand hencethe

magnetic energy of a star. This effect is visible in the
theoretical plot (Figure 17(a); based on the results by Rüdiger
and Kichatinov 1993). On the other hand, the beating period is
a result of spot difference in latitude, independently from the
spot sizes (i.e., related A1

2). Therefore, the clear quenching-like
dependence between cycX and A1

2 is an additional argument
against the beatings as a main cause of short cycles.
The effect of α-quenching controls a saturation level of the

stellar activity. This fact enables another verification of our
interpretation of the obtained results in terms of α-quenching.
Wright et al. (2011) find that the coronal X-ray saturation
in solar- and late-type stars occurs at Ro 0.13 0.02� o .
Taking into account the difference between definitions of
Rossby number PRo MLTU� in Wright et al. (2011) and
Ro P (4 )MLTQU� in Saar & Brandenburg (1999), the satura-
tion region, found by Wright et al. (2011), transforms in the SB

Figure 14. Search for the beatings in stellar lightcurves: (a) the distribution of
the correlation coefficient r12 between the amplitudes A1 and A2 of the first and
second rotational harmonics; (b) the histograms of the ratio P P1 2 between
periods of A1 and A2 variations, which were found using ACM (solid line) and
HM (dashed line).

Figure 15. Cycle periods PACM (marked with crosses) and PHM (marked with
plus signs) vs. the revised effective temperature of the stars (Teff) according to
Huber et al. (2014). Large black dots indicate the measurements by Vida et al.
(2014) for the fast-rotating red dwarfs (P 1_ day). The approximation

P H T Zlog( 1 day) log( 1000 )cyc eff� n � for all data is shown as a solid curve
(H 3.70 0.12� � o and Z 4.80 0.09� o ).

Figure 16. Estimates of PACM (points) and PHM (minuses) superimposed onto
the SB diagram (Saar & Brandenburg 1999), the original of which is shown in
Figure 1: (a) all estimates over studied rotation periods ( P1 4� � days); (b)
the estimates only for the stars with the shortest rotation periods P1 1.5� �
days, i.e., the best rotation statistics for analysis. The inverted Rossby number
Ro 21

MLTU� 8� is found using the stellar rotation period P (Nielsen
et al. 2013) and the turnover time MLTU according to the approximation in
Saar & Brandenburg (1999) after transformation from the color scale into Teff
(Flower 1996).
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of the stars (i.e., increasing MLTU and Ro 1� ).

However, the stars with lower Ro 1� show the opposite
behavior in Figure 16. According to Noyes et al. (1984b), that
contradicts the α-quenching effect. The difference in the slopes

of the I-branch and the cluster of our measurements in the SB
diagram can be attributed to the α-quenching effect for fast-
rotating stars ( P1 4� � days).
An additional argument for the α-quenching in our stellar set

follows from Figure 17. Our estimates show the abrupt
decrease of cyc

1 2X Br (see Equation (19)) with the increasing

A1
2, i.e., with the growth of stellar activityand hencethe

magnetic energy of a star. This effect is visible in the
theoretical plot (Figure 17(a); based on the results by Rüdiger
and Kichatinov 1993). On the other hand, the beating period is
a result of spot difference in latitude, independently from the
spot sizes (i.e., related A1

2). Therefore, the clear quenching-like
dependence between cycX and A1

2 is an additional argument
against the beatings as a main cause of short cycles.
The effect of α-quenching controls a saturation level of the

stellar activity. This fact enables another verification of our
interpretation of the obtained results in terms of α-quenching.
Wright et al. (2011) find that the coronal X-ray saturation
in solar- and late-type stars occurs at Ro 0.13 0.02� o .
Taking into account the difference between definitions of
Rossby number PRo MLTU� in Wright et al. (2011) and
Ro P (4 )MLTQU� in Saar & Brandenburg (1999), the satura-
tion region, found by Wright et al. (2011), transforms in the SB

Figure 14. Search for the beatings in stellar lightcurves: (a) the distribution of
the correlation coefficient r12 between the amplitudes A1 and A2 of the first and
second rotational harmonics; (b) the histograms of the ratio P P1 2 between
periods of A1 and A2 variations, which were found using ACM (solid line) and
HM (dashed line).

Figure 15. Cycle periods PACM (marked with crosses) and PHM (marked with
plus signs) vs. the revised effective temperature of the stars (Teff) according to
Huber et al. (2014). Large black dots indicate the measurements by Vida et al.
(2014) for the fast-rotating red dwarfs (P 1_ day). The approximation

P H T Zlog( 1 day) log( 1000 )cyc eff� n � for all data is shown as a solid curve
(H 3.70 0.12� � o and Z 4.80 0.09� o ).

Figure 16. Estimates of PACM (points) and PHM (minuses) superimposed onto
the SB diagram (Saar & Brandenburg 1999), the original of which is shown in
Figure 1: (a) all estimates over studied rotation periods ( P1 4� � days); (b)
the estimates only for the stars with the shortest rotation periods P1 1.5� �
days, i.e., the best rotation statistics for analysis. The inverted Rossby number
Ro 21

MLTU� 8� is found using the stellar rotation period P (Nielsen
et al. 2013) and the turnover time MLTU according to the approximation in
Saar & Brandenburg (1999) after transformation from the color scale into Teff
(Flower 1996).
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Fig. 4. Typical examples of the simulated LCs produced from the
TSI data. From top to bottom, these LCs have time coverages of ap-
proximately 800, 4000, and 8000 days.

Fig. 5. Recovery fraction Q as a function of Tcover/Pcyc obtained
from 104 simulations where random long gaps were inserted in the
TSI LCs (see text for details).

confidence for those cycles. However, one should be aware that
these cases were assumed as being short versions of the 11-yr
cycle within gapped LCs. Estimating Q values for CoRoT data
based our own 1–2 yr solar cycles is not obvious because the de-
tection of these cycles in the TSI data is hindered by the strong
superimposed 11 yr cycle. In addition, the 1–2-yr cycles have
low signals in the TSI LC, in contrast to the possible 1–2 yr-
like cycles detected in the CoRoT LCs. Because of these differ-
ences between the TSI and CoRoT signals, a high Q value can
only tell us that a cycle was well-measured because of their long
time coverage, without taking other limitations into account such
as the possible hindrance produced by a strong superimposed
signal.

3.4. Physical nature of the cycle periods

Previous works (e.g., Böhm-Vitense 2007; Saar & Brandenburg
1999; Brandenburg et al. 1998) have identified that Pcyc and Prot
(as well as the Rossby number) are correlated one to the other,
showing an evolutionary behavior with two main sequences,
A (active) and I (inactive), which are composed of young and
old stars, respectively. Following the approach of Böhm-Vitense
(2007), we present in Fig. 6 the relation between Prot and Pcyc
on a logarithmic scale for our CoRoT sample. These are plotted

Fig. 6. Pcyc (in years) as a function of the Prot (in days) on logarithmic
scales, with our data represented by red (Q > 0.75) and blue (Q <
0.75) circles, data from Saar & Brandenburg (1999) by black triangles,
and data from Lovis et al. (2011) by gray circles. The squares indicate
the sources with secondary periods for some stars on the A sequence
according to Saar & Brandenburg (1999). The Sun’s magnetic cycle
periods of 11.6 yr (black Sun symbol) and 1.1 yr (gray Sun symbol) are
also represented. The Pcyc versus Prot empirical relations (full lines A
and I sequences) proposed by Böhm-Vitense (2007) are also displayed.
The empirical relations for shorter term stellar magnetic cycle periods
(dashed line S sequence) were obtained by shifting the I sequences by
a factor of 1/4.

with data from previous works for comparison, as well as with
the known parallel A and I sequences. Böhm-Vitense (2007) also
detected a split in the Aa and Ab sequences, which are differed
from the I sequence by a factor of ∼6 and ∼4 (for a given Prot),
respectively. We consider the sequence Ab in Fig. 6. We suggest
here to include a third sequence, namely the S sequence, based
on the data from CoRoT combined with those from Lovis et al.
(2011). This S sequence, depicted in Fig. 6, parallels the A and
I sequences, and it differs from the I sequence by a factor of ∼1/4
(for a given Prot).

The compatibility of the CoRoT data distribution as an ex-
tension of the distribution from Lovis et al. (2011) in Fig. 6
supports a validation of the S sequence. However, more data
is needed for such a final confirmation. Besides this, establish-
ing a physical interpretation for this sequence is difficult in the
present study because of the limited number of targets and of
the CoRoT data limitations. Longer and higher quality time se-
ries provided by the Kepler mission, as already done for a sub-
sample of stars by Mathur et al. (2014), Vida et al. (2014), and
Arkhypov et al. (2015) will help for a more in-depth study of
the S sequence. At present we suggest that the S sequence is
possibly physical, but it can come from a bias produced by the
CoRoT time window limitation, thus exhibiting 1–2 yr-like cy-
cles of stars that would actually lie in the A or I sequence. As
such, these short cycles could be physically related with the solar
Gnevyshev gaps. As a second possibility the S sequence could
fulfil a third evolutionary region, as Böhm-Vitense (2007) sug-
gests for the A and I sequences. These possibilities will be ex-
plored in later studies.

There are some stars lying in intermediary regions between
two sequences, as depicted in Table 1. In particular, targets a
and f lie between the I and S sequences and have high Q values.
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and 900, the two best-fit starspot locations were very close in
phase, and the variance between solutions in subsequent time
steps increased for both the primary and secondary spots. These
correspond to time windows where a one-starspot model would
be preferred.

We manually identified two regions in Figure 5 that
displayed nearly constant linear evolution in the secondary
starspot longitude: Time = 510–630, and Time = 945–1400.
We interpret these to be the signatures of differential rotation,
with secular spot motions in time. Within these time windows
we used a nonlinear least squares first order polynomial fit to
measure the linear slopes. Lines of best fit for these two regions
are shown in Figure 5 as dashed and solid black lines, and had
slopes of −0.000927 and −0.000569, respectively. The
occurrence of these secondary starspots at multiple times
within our data may in fact be due to a single lower latitude
feature lapping the primary starspot, but we note the slopes and
separations in these features in Figure 5 are not consistent with
a single spot at a fixed rate of differential rotation.

The measured slopes were in units of phase day−1, and
corresponded to a rotation shear of t2 0.0058lapQ%8 � �
and 0.0036 rad day−1, using the definition from Küker &
Rüdiger (2008). Note, however, this does not include any
consideration of the starspot latitudes. These slopes can also be

converted to secondary rotation periods using the equation

P
P
m P1

, (1)i
i

0

0
�

�

where mi is the slope of each feature, P0 is the rotation period
used to phase fold the data to make the figure, and Pi is the
resulting rotation period. Note by this definition a negative
slope yields a shorter rotation period.
Differential rotation is generally parameterized (e.g., Henry

et al. 1995) as:

( )P P k1 sin , (2)eq
2 G� �G

where PG is the rotation period at a given latitude (ϕ), Peq is the
rotation period at the equator, and k eqw %8 8 governs the
rate of differential rotation as a function of latitude. Our model
results indicate that the period used to phase fold the data in
Figure 5 corresponds to the higher latitude (38◦. 4) starspot, and
assumes the secondary starspot features are on the stellar
equator. Using an average slope from Figure 5 of
m = −0.000748, and the phase-folding period from Section 2.2,
we estimated an equatorial rotation period of P 0.5923336eq �
days via Equation (1). We then solved for the unitless

Figure 5. Top: continuous phased light curve map, as in Figure 3, with the best-fit solutions from our two spot model overlaid. The higher latitude spot shown in
Figure 4 (orange open circles) remains nearly constant in phase, while the secondary lower latitude spot (purple filled circles) evolves significantly. Linear fits to the
phase evolution for the secondary spot are overlaid (black solid and dashed lines), which we interpret as differential rotation. Bottom: fractional flux amplitude of each
starspot as a function of time for the best-fit solutions from our two spot model. Colors are the same as above.
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